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1 Overview

In the last lecture, we defined separable Hilbert spaces, bounded operators, operator norms, C*-
algebra, the spectrum of bounded operators, and self-adjoint and positive operators.

In this lecture, we discuss continuous functional calculus, polar decomposition of compact bounded
operators, unitary operators, exponential maps, trace-class operators, trace norm, Hilbert—Schmidt
operators. We point readers to [HZ11) [Att] for background on topics covered in this lecture.

2 Properties of bounded linear operators

In this section, we continue our discussion on the properties of bounded linear operators. We begin
by showing that in a limiting sense, the square root of any bounded positive semi-definite (PSD)
operator can be defined.

2.1 Square root of a bounded positive semi-definite operator

Unlike the case of finite-dimensional Hilbert spaces, a bounded self-adjoint operator acting on
an infinite-dimensional separable Hilbert space need not have a spectral decomposition. We will
discuss later that the spectral decomposition only holds for a subclass of bounded linear operators
that are called compact bounded operators. We recall from the previous lecture that a bounded
operator may not necessarily have eigenvalues, but it has a spectrum.

Let H denote a separable Hilbert space, let £(H) denote the set of bounded operators, and let
Ls(H) denote the set of bounded self-adjoint operators. An operator T" € L(#H) is positive semi-
definite (PSD) if (¢|Ty) > 0,V € H. Moreover, PSD operators are also self-adjoint operators.

Lemma 1. Let T € Lg(H) be a bounded PSD operator. Then there is a unique bounded PSD
operator /T satisfying (VT)? =T.

Proof. Instead of giving a complete proof, we just provide a sketch of the proof here. We point
readers to [Att] for a detailed review of the proof.

As discussed in the previous lecture, if T is a self-adjoint operator, then the spectrun of T exists.
Let o(T) denote the spectrum of 7. In particular, if 7" is a PSD operator, then o(T") C R>o.



For an operator A acting on a finite-dimensional Hilbert space, one can find vA by applying
the square-root function on eigenvalues. Although the same notion of functional calculus may
not hold for bounded operators acting on a separable Hilbert space, we can approximate the
square root of an operator by using polynomial functions. For the proof sketch, we recall the key
properties of bounded operators. The operator norm of a bounded operator is finite. Moreover,
from the homogeneity and triangle inequality of the operator norm, any linear combination of
bounded operators is bounded. Furthermore, from the submultiplicativity of the operator norm,
the multiplication of two bounded operators is also bounded.

The continuous functional calculus can be applied to any bounded operator. Let p denote a poly-
nomial function. Then a polynomial function of a bounded operator T is defined as p(T"). For
example, p(T) = T + 272 + 4T3 is a well defined polynomial function of 7.

We now state an important theorem concerning the uniform convergence of polynomial functions
to an arbitrary continuous function on a bounded interval.

Stone-Weierstrass theorem: Suppose f is a continuous real-valued function defined on the real
interval x € [a,b]. Then for every € > 0,3dN, € ZT, such that Vn > N, the following holds

[pn() — f(z)| <&,V € [a,b], (1)
where p,, denotes a polynomial function with degree n.

The basic idea is that there exists a sequence of polynomials {p, },, such that a continuous function
f can be defined as a limit of this sequence.

We now argue that there exists an explicit construction of the sequence of polynomials approximat-
ing a continuous function f. Let f denote a continuous function on the interval z € [0, 1]. Consider
the following Bernstein polynomial:

Bu(f)) =31 (fj) (3)ara—ar . @
k=0

By using the law of large numbers and Chebyshev’s inequality, it can be shown that B,,(f) converges
uniformly to f, i.e.,

i sup{|B,(f)(x) ~ f(x)] sz € [0.1]} = 0. 3)

As discussed earlier, for a PSD operator T, o(T') € [0, ||T]|]. Moreover, the function f : z — /z
is continuous on o(T). Therefore, /T can be defined as a limit of the sequence of Bernstein
polynomials. Moreover, it can be shown that /7 is unique. O

2.2 Compactness of bounded operators

Definition 2. A bounded operator 7' € L(H) is compact if for all bounded sequences {, }n,
{|IT%n|| }r has a convergent subsequence. Equivalently, 7" € £L(H) is compact if for all orthonormal

bases {1;};,

lim {|7';| = 0. (4)
j—o0



2.3 Absolute value of a bounded operator

In Section we showed that every bounded operator has a unique square root. By using the
square root function, the absolute value of an operator can be defined.

Definition 3. Let 7' € L(H). The absolute value of the operator T is defined as

IT| = VTIT. (5)

2.4 Polar decomposition of bounded operators

The absolute value of a bounded operator as defined in Section can be used to define the polar
decomposition of bounded operators.

Lemma 4. Let T € L(H). Then there exists a bounded operator V€ L(H) such that T = V|T|,
where [[Vi)|| = [|¢]|, V¢ € supp(V).

Proof. Consider the following chain of equalities for all ¥, ¢ € H.

(IT1W|IT|p) = (¥||T|*¢) (6)
= (W|T'T¢) (7)
= (TY|T¢). (8)

The first equality follows from the definition of the adjoint of |T'| and from the fact that |T|t = |T.
The second equality follows from the definition of the absolute value of T" as defined in (B]). The
last equality follows from the definition of the adjoint of 7'

Therefore, the mapping is such that all inner products are preserved, i.e., the mapping is an
isometry. This completes the proof. ]

We note that the isometry V' in Lemma (4] is from ran(|7]) to ran(7"). Moreover, it is a partial
isometry in the sense that it is 0 for all the vectors in ran™(|T).

2.4.1 Polar decomposition of compact bounded operators

In Lemma [4] we showed that for a bounded operator T', there exists an isometry V', such that
T = V|T|. In this section, we argue that for a compact bounded operator, an explicit form of V'
can be defined in terms of orthonormal basis vectors.

Let T € L(H) be a compact bounded operator. Then

T = Z)\n|¢n><wn|v (9)

n=0

where the sequence {\,}, C RT\{0} is either finite or converges to zero, and {|¢n)}» and {|¢n) }n
are orthonormal basis elements.



Then |T'| is given by
T| = Z Anltn) (tnl - (10)
n=0

Moreover, an isometry V such that "= V|T, is defined as

n=0

2.5 Unitary operators

We recall the definition of isomorphism from previous lectures. U is an isomorphism if the following
holds for all ¢, € H:

(Uo|Uy) = (4]¥). (12)

Moreover, the operator norm of U is defined as

[Ull = sup U] =1. (13)
velll=1

The first equality follows from the definition of the operator norm. The second equality follows

from by setting ¢ = 1.
Definition 5 (Unitary operators). A bounded operator U € L£(H) is unitary if UUT = UTU = I.

Theorem 6. Let U be a linear map on H. Then following assertions are equivalent:

1. U is an isomorphism.
2. U s an onto isometry.

3. U is bounded and UUT = UTU = 1.

Proof. 1. = 2.: It follows from by picking ¢ = 9, so that ||Uy|| = ||¢]], V¢ € H. Therefore, U

is an onto isometry.

2. = 3.: Since U is an isomtery, then for all ¢, ¢ € H, the following holds
Uy = Ul = [ — ¢l . (14)
Therefore, U¢p = U if and only if ¢ = ¢, which implies that U is a bijective map.

Let ¢ € H. Consider the following chain of equalities:

(dlo) = (U|U®) (15)
= (|UTU9) . (16)



The first equality follows since U is an isometry. The last equality follows from the definition of
the adjoint of U. From , it follows that UTU = I. Therefore, U~1 = U', which further implies
that UUT = I.

3. = 1.: Let U € L(H), such that UTU = UUT = I. Then for all 1, € H, the following holds:

(lw) = (lUTUY) (17)
= (Uo|Uvy), (18)
which implies that U is an isomorphism. O

2.5.1 Eigenvalues of a unitary operator

Suppose that Uy = A\ for some non-zero 1) € H. Then

(W) = (@|UTUY) (19)
= (| A" \p) (20)
= A2 (@) (21)

which implies that |[A\| = 1.

2.6 Connection between unitary and self-adjoint operators

In this section, we define the notion of exponential maps on L(#H). Let T' € L(H) be a bounded
operator. For k € N, define

k

Fp(T) =) % (22)
n=0

We note that Fj(T) is a legitimate bounded operator for a finite k, which follows from the triangle
inequality and the sub-multiplicativity of the operator norm.

Consider the following positive-valued function:

-7
fl) =) (23)
n=0
where 70 = 1.
Consider the following chain of inequalities:
k
1"
fury < 3210 1)
n=0
o
T n
<31 &2
n=0
— 7l (26)
< 00 (27)



The first inequality follows from the sub-multiplicativity of the operator norm. The second in-
equality follows as a sum of positive numbers is greater than 0. The first equality follows from the
Taylor series expansion of the function e*. The last strict inequality follows from the fact that the
operator norm of a bounded operator is finite.

Form the aforementioned series of arguments, along with the triangle inequality for the operator

norm, it follows that the series > >° % is absolutely convergent. Therefore, the exponential map

of a bounded operator can be defined as

= lim F(T) . (28)

T koo

For T € L(H), and for all a,b € C, the following properties hold
T T e(aer)T? (29)

(e?T)T = Tt (30)

For T € Ls(H), (e)T = e, and eTe™ = e° = I, which implies that '’ is a unitary operator.

2.7 Normal Operators

Definition 7 (Normal Operators). Let T" € £(#) be a bounded operator. Then T is normal if
TTT =T'T. (31)

It is easy to check that both self-adjoint and unitary operators are normal operators.

For normal operators that are also compact, there is a spectral decomposition, i.e., there exists a
sequence {\;}; of complex numbers and an orthonormal basis {¢;}; such that

(o]
T=2 ool (32)
j=1
Moreover, the action of T' on a vector [¢) € H is given by

TIw) = Aj{d;1)]65). (33)
7j=1

2.8 Trace-class operators

The trace is meaningful only for a subset of bounded operators.

Definition 8 (Trace of PSD operators). Let H be a separable Hilbert space and {¢;}72; be an
orthonormal basis. Then for a PSD operator T' € L(H),

Tr{T} = > (¢IT¢;). (34)

j=1



Due to T' > 0, the trace of T is a sum of non-negative numbers. Therefore, if the sum does not
converge, Tr{T'} = oc.

Theorem 9. Let T' € L(H) be a PSD operator. Then Tr{T} does not depend on the choice of
orthonormal basis.

Proof. Let {(;5] °, and {1/1] ©, denote two different orthonormal basis. Consider the following
chain of equahtles

> (| Ty) ZHTW & (35)
J
= ZZ\ (| T/ 2p5) 2 (36)
i ok
=D K| T ) 2 (37)
k

= IT el (38)
= {6kl Tér). (39)
k

The first equality follows from Lemma [I} The second equality follows from Parseval’s formula for
the norm of a vector. The third equality follows from Tonelli’s theorem. The fourth equality follows
again from Parseval’s formula. O

Definition 10 (Trace-class operators). A bounded operator T' € L(#H) is trace-class if
Te{|T|} < oo . (40)

We denote the trace class operators acting on a separable Hilbert space H by 7(H). We now
provide two examples of bounded operators that are not trace-class operators.

Example 11. The identity operator I is bounded but is not a trace-class operator since Tr{|I|} =
00.

Example 12. Let A denote a shift operator. Then |A| = (ATA)Y/2 = /2 = I, which implies that
D (55IVATAS;) = (5;1165) (41)
J J
= 00. (42)
Therefore, A is not a trace-class operator.

Theorem 13. Let T € T(H) and let {¢;}32, be an orthonormal basis. Then Te{T} = 3 22 (#;|T¢;)
is the trace of the operator T' and is independent of the basis chosen.

Proof. We begin by showing that every trace-class operator is compact. Let T be a positive trace-
class operator. Let {¢; };’il be an orthonormal basis. Consider the following chain of inequalities:

STIVTGIP = (hs]T;5) (43)
J J

= Tr{T} (44)

< 00. (45)



The second equality follows from Definition [8f The strict inequality follows because T is a trace-
class operator. Therefore, ||[vT¢;|| — 0 as j — oo, which implies that v/T' is compact, which
further implies that 71" is compact.

Now for an arbitrary trace-class operator T', |T'| is also trace-class, and since |T'| is positive, from the
aforementioned arguments it follows that |T'| is compact. Moreover, from the polar decomposition,
T = U|T|, we get that T is compact.

Let {%;}; denote an orthonormal basis. Then, from @, a trace-class operator T' € T (H) can be
written as

7= Al el (46)

Consider the following chain of inequalities:

| Te{T} = | > (x| Ton)] (47)
P
<> [kl Ter)] (48)
k

= 3 Adllenlvi6len)] (49)
k?j

< YN Kerlen) PIVP [onlen) P12 (50)
J k k

= " Nllle] (51)
J
=N (52)

= Tr[|T|] < oc. (53)

The first inequality follows as the absolute value a sum is smaller than a sum of absolute values.
The second equality follows from . The second inequality follows from the Cauchy-Schwarz
inequality. The third equality follows from the Parseval’s formula.

Therefore, the aforementioned arguments establish the absolute convergence of Tr{T'}. Then from
Fubini’s theorem, the following holds

D erlTor) =D Njlerlt)(dilen) (54)
& k

= >N D (Bsler enleey) (55)
J k
= Z Aj(@5115)- (56)

Therefore, the trace does not depend on the choice of {|px) }.



Definition 14 (Trace norm). Let 7" € T(#) be a trace-class operator. Then the trace norm is
defined as

1Ty = Teg [T} . (57)
Lemma 15. Let T € T(H). Then
IT]l, = sup [Tx[UT]], (58)
UcU(H)

where U(H) denotes a set of bounded unitary operators.

The following relation holds between the operator norm and the trace norm for all T € T (H):
17l < 171y - (59)
Let S € L(H) be a bounded operator. Even though Tr{S} is not finite for all bounded operators,
Tr{ST} is finite whenever T' € T (H). It follows from the following inequality:
| Te{STH < 1T, [151] (60)
which follows from Holder’s inequality.

Definition 16 (Hilbert-Schmidt norm). Let 7" € £(H). Then Hilbert-Schmidt norm of 7" is defined
as

ITlly = 1T s = T{TTT}/2 . (61)

Moreover, Hilbert-Schmidt operators are those for which
[Tl < oo (62)
The following relation holds between different norms of operators acting on a separable Hilbert
space.
1T < (1Tl < |75 - (63)
Moreover, from Cauchy-Schwarz inequality, we get

[ Te{STH? < IS5 1713 - (64)
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1 Overview

In the last lecture, we discuss continuous functional calculus, polar decomposition of compact
bounded operators, unitary operators, exponential maps, trace-class operators, trace norm, Hilbert—
Schmidt operators.

In this lecture, we discuss norm topology, weak operator topology, spectral and singular value
decompositions for compact operators, duality of trace-class and bounded operators, effects, partial
trace, quantum channels, Stinespring dilations, and operator-norm forms. We point readers to
[HZ11l [Att] for background on topics covered in this lecture.

2 Different notions of convergence

In this section, we discuss different notions of convergence for a sequence of bounded operators to
another bounded operator.

Definition 1 (Convergence with respect to uniform topology). Let {T},},, C L(H) denote sequence
of bounded operators and let T € L(#H) be a bounded operator. Then the sequence {7}, },, converges
to T with respect to the uniform or norm topology if

| T —TI| =0 (1)

lim

n—oo
Definition 2 (Convergence with respect to weak operator topology). Let {T},}, C L(#H) denote
sequence of bounded operators and let T' € L(H) be a bounded operator. Then the sequence {7}, },,
converges to 1T with respect to the weak operator topology if for all ¥, ¢ € H

Tim [(8[Twt) — (6 T4)] =0 2)

Proposition 3. If a sequence {T;}; C L(H) converges to T € L(H) in norm topology, then it also
converges to T weakly.

Proof. For all ¢, ¢ € H, we have that
[(AITjv) — (DIT)| = [(o|(T; — T))]| (3)
< llollllelIT =Tl (4)

The equality follows from the linearity of operators. The inequality follows from Cauchy-Schwarz
inequality and from the definition of the operator norm.

Therefore, if lim;_, |7 — T'|| = 0, then it follows that lim;_, |(¢|Tj1) — (¢|T9)| = 0. O



We now show an example of a sequence of operators that converges to another operator weakly but
does not converge in norm topology.

Example 4. Let {II;}; be a sequence of orthogonal projections. Let {¢;}32; be an orthonormal
basis. Then II; is projection onto span{¢y : k € {1,...,5}}. Then consider that

(P IL9) — (el = [{pl(I = TIy)|9)]. ()

We now write [1) as [¢) = > 22, aj|¢;). Then (I —1IL;)[¢) = 372, ay|¢y), so that

e~ = L6l S aulen)] (6)
= ]Jrl

<ol Z Jou . (7)
I=j+1

Since Lm0 D 12514 loy|? = 0, it implies that {II;}; converges to I in weak operator topology.

On the other hand, for a fixed j, ||[I —II;|| = 1, by picking some unit vector in the space spanned
by I —1I;. Therefore,

lim |7 —1I; | =1, (8)
j—o0

which implies that {II,}; does not converge to I in norm topology.

Definition 5 (Equivalence of two bounded operators). For operators A, B € L(H), if A = B, then
it should be understood in the weak sense, i.e., (¢p|A) = (¢|BY), Vo, € H.

3 Duality of bounded operators and trace class operators

Definition 6 (Linear functional). A linear mapping f from a complex vector space V' to C is called
a linear functional.

Definition 7 (Dual space of a vector space). Let V denote a normed vector space and let V*
denote the set of all continuous linear functionals. Then V* is called the dual space of V.

A norm on V* is defined as

1f]l = sup [f(v)]. 9)
Jlvll=1

Theorem 8 (Riesz representation theorem). Let f € H*. Then there exists a unique vector ¢ € H

such that f(v) = (). Moreover, ||f|| = ||¢]-

We now extend the discussion on the dual space of trace-class operators. Let S € L(H) and let
T € T(H). Then a linear functional fg on 7 (H) can be defined as

£5(T) = Tr{ST} . (10)



Theorem 9. The mapping S — fg is a linear bijection from L(H) to T (H)*, and ||S|| = || fsl||,VS €
L(H).

Moreover, we can conclude the following:

1. §>0< fg(T) > 0,vT > 0.

2. §=S8"o f(T) e R,VT =TT.

4 Quantum Mechanics

4.1 Quantum states

A set S(H) of quantum states is defined as
S(H) = {pe T(H): p>0, Tep} =1}, (11)
Theorem 10. A quantum state p € S(H) has a canonical convex decomposition of the form

p:ZAij, (12)
J

where {\;}; is a finite or an infinite sequence of positive numbers, such that 3>, Aj =1, and {P;};
is a set of orthogonal projections.

4.2 Effect

Effect is a mapping from the set of states S(H) to the interval [0, 1], i.e., p — E(p) € [0,1]. E(p)
is the probability of a “yes” answer to “the recorded measurement outcome belongs to a subset

X cQr

Basic assumption behind an effect is the following:
Ep1 + (1= A)p2) = AE(p1) + (1 = N E(p2),Vp1, p2 € S(H), A € [0, 1], (13)

Proposition 11. Let E be an effect. Then there exists E € Ls(H) such that E(p) = Tr[Ep),Vp €
S(H), where 0 < E < I.

4.3 Partial trace

Definition 12 (Partial trace). Trq : T(Ha ® Hp) — T (Hp) is a linear mapping satisfying
TI"{TI"A{TAB}EB} = TT{TAB(IA®EB)}, (14)

VTaB € T(HA (%9 HB) and Ep € E('HB).



The partial trace can be calculated as follows. Let {1;}; and {¢;}r denote orthonormal bases for
Ha and Hp, respectively. Then

(T} = 3 (00314 (GulsTanlis)a © 6,)5] 160l (15)

Jikm

4.4 State Purification

Let pa € S(H) denote a quantum state. Then a purification of p4 is a vector |))pa € Hr @ Ha
such that Trr{|v){(¢¥|ra} = pa.

A purification of p4 can be constructed from the spectral decomposition of p4.

p =2 Nl (Wil (16)

where {|1;)}; is an orthonormal basis, as

W) ra = > /A1) RI;) a- (17)
J

4.5 Quantum channels
Definition 13 (Positivity of a linear map). A linear mapping Na_p : T(Ha) — T (Hp) is positive
it N'(T) > 0,¥T > 0,T € T(H).

Definition 14 (Complete positivity of a linear map). A linear map Na_p : T(Ha) — T(Hp) is
completely positive if idgr ® N4_, g is positive for all finite-dimensional Hg.

Definition 15 (Quantum channel). A linear map Ng_p: T(Ha) — T(Hp) is a quantum channel
if it is completely positive and trace preserving.

Definition 16 (Adjoint of a linear map). Let Nap : T(Ha) — T(Hp) be a linear map. The
adjoint N7 : L(Hp) — L(H4) of a linear map N is a unique linear map satisfying the following set
of equations:

Te{N(T)E} = Tr{TNT(E)}, (18)
VT € T(H) and E € L(H).

4.5.1 Stinespring dilation

Definition 17. Let H4, Hp and Hpg be Hilbert spaces, and let N : T(Ha) — T(Hp) be a
quantum chanenel. An isometric extension or Stinespring dilation V' € L(Ha) — L(Hp ® HE) of
the channel A is a linear isometry such that

N(X4) = Trg[VXAVT], (19)
for all X4 € T(Ha).



4.5.2 Operator-sum form

Proposition 18. A map N : T(Ha) — T(Hp) is a quantum channel if and only if there exists a
sequence of bounded operators { Ay }i such that

N(T) =" ATAL (20)
k

S ALAL = IYT € T(Ha).
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1 Overview

In this lecture, we work mostly with single-mode bosonic quantum systems. We first formally
define photon-number states (also known as Fock states). We then introduce the annihilation and
creation operators in Section and the quadrature operators in Section Then we study the
existence of normalized eigenvectors for the introduced operators in Section We end this lecture
by developing the background for multiple-mode systems in Section

2 Single-mode systems

A mode, informally, refers to a well defined degree of freedom of the system. An example of a single-
mode bosonic quantum system is a photonic degree of freedom with a well defined polarization or
frequency. Mathematically, a bosonic mode is described by a separable Hilbert space (that is, a
Hilbert space that admits a countable orthonormal basis) equipped with canonical operators.

2.1 Photon-number states

Recall the Kronecker functions discussed earlier in Lecture 2 in the context of I?(N) space. Analo-
gous to this, let us define the set {|n)}>2, of photon-number states, which form a countable basis
set for the separable Hilbert state. In second quantization, photon-number states correspond to
the number of photons in a single mode of a bosonic system, that is, the number of photons in the
system with particular frequency and a particular polarization. Since the photon-number states
form a basis set for the separable Hilbert state, any state can be represented in terms of these
states.

2.2 Annhilation and creation operators

Now, let us first define the annihilation operator by its action on the photon-number basis:

aln) =+/njn—1) Vvn>1, (1)
al0) = 0. (2)



From this, we deduce that matrix elements of the annihilation operator in the photon number basis
are given as

(m| (a|n)) =vn dmn-1 Vn>1. (3)
(m|(a|n)) =0, for n=0. (4)

Proposition 1. The annihilation operator a is an unbounded operator.

Proof. The operator norm is defined as

lall =~ sup  [(g[ale)| (5)
lgl=lvl=1

Choose |¢) = |n — 1), and |¢p) = |n). Then,

By taking the limit n — oo, we find that

sup  |[(dla|v) | > lim /n = oco. (7)
l¢ll=ligl=1 e
So we conclude that sup 4= |y=1| (¢ @) | = cc. -

Let us now define the creation operator a' as the adjoint of the annihilation operator . We
recover the action of the creation operator on |n), from the properties that we have established for
the annhilation operator. Consider that

(ml (@t n)) = @lm)t n) = v/im G0 (8)
Set m =n + 1. Then, <n + 1‘&Tn> =+/n+ 1. Since <m‘&Tn> = 0 for m # n + 1, this implies

allny=vn+1ln+1)  VYn>0. (9)

We can prove that the creation operator is also unbounded by following an argument similar to the
one for the annihilation operator.

Now, we obtain the canonical commutation relation (CCR) for the annihilation and creation oper-
ators:
[a,cﬂ] =1, (10)

where the I is the identity operator for the separable Hilbert space. Consider the action of [d, &T]
on an arbitrary number state |n):

[a, aq In) = (aa* - eﬂ&) n) =|n) Vn >0, (11)
where we have skipped some algebraic steps. Since this holds for an orthonormal basis, we conclude

that [d, dT] = I. Similarly, we can obtain that [&T,&] =1, [dT,dT] = 0 and [a,a] = 0. We can
then capture these CCR in a matrix as

{[[GGTCZLTT]] [[ZTC;]]] = [(1) 01] wl=0.01,



It is easy to obtain the following:
ala|n) =n|n). (12)
So, the photon-number states |n) are eigenstates of ata = n with eigenvalue n. Therefore, we can

write
oo

A= nln)n|. (13)

n=0

The operator n is known as the photon-number operator.

2.3 Position and Quadrature operators

Let us now define the position and momentum quadrature operators as
a-+al . a—al
— = P=—F=-

V2 V2i

By definition, these are Hermitian operators and can be compactly written as

[ﬁ] - \2 [—1@ i] m (15)

By rearrangement, we obtain the following:

il =l 20 w0

The quadrature operators & and p are unbounded since @ and a' are unbounded. From the com-
mutation relations of & and &', we can work out the commutation relations of & and p. The CCR
of the quadrature operators can then be embedded in a matrix as follows:

Hxﬂ [”E’ﬁ]] = [_01 (ﬂ 1. (17)

T =

(14)

2.4 Eigenvectors of 2,p,a,al

In this section, we show that &, p, and a' do not have normalized eigenvectors, and that the coherent
states (which we define later) are the normalized eigenvectors of the annihilation operator.

Proposition 2. The quadrature operators & and p do not have normalized eigenvectors.

Proof. Suppose that [¢) is an eigenvector of &. That is,

El) = Alp), (18)

where A € R. Now, we know that [#,p] = iI. Next, consider that
(W[ &, pl [¢) = (Pl &p — pE [¢) (19)
= (Y| Ap —pA ) = 0. (20)
However, (|4l [1)) = i. This leads to a contradiction, and implies that & cannot have a normalized
eigenvector. ]



Following a similar argument, we can prove that p cannot have a normalized eigenvectors.

Proposition 3. The creation operator a' does not have a normalized eigenvector.

Proof. Suppose that there exists a normalized eigenvector |¢) such that

al |y) = plp) VueC. (21)

We can write [¢)) = >°° ¢, |n) for ¢, € C such that > 07 |c,|? = 1. Then, it follows from
that

al i) = ch&T |n) = Z ecpvn+1|n+1) (22)
n=0 n=0

= chu In) . (23)
n=0

This implies that cou = 0, cg = 1, V2 = cot, and so on. If p # 0, then ¢y = 0 and this implies
¢n =0, where n € N. If u = 0, then also ¢y = 0 and this implies ¢, = 0, where n € N. Therefore,
the creation operator a' does not have a normalized eigenvector. O

Interestingly, the annihilation operator a has normalized eigenstates, which are called coherent
states. Each of the coherent states are parametrized by a € C. That is, a|a) = o |a).

Proposition 4. The annihilation operator a has coherent states |a) as its normalized eignevectors.

Proof. Let us suppose that a coherent state |«) is an eigenstate of a. Expanding |a) in terms of
the number basis, we obtain

la) = ch |ny for ¢, € C. (24)
n=0

Now apply a to |a):
o0
ala)=a _ cnln) (25)
n=0
[o¢]
= cniln) (26)
n=0

= ch\/ﬁm— 1). (27)

n=1

To be an eigenstate, |«) should satisfy the following relation:

ilo) = ala) (28)
> eavnln—1) =Y acaln). (29)
n=1 n=0

Equating coefficients term by term gives the following recursion relation:

VN = o cp_1, (30)



which gives us the following:

o
Cn = —F—¢ 31
vt (31
Then,
o0 an
o) =c¢ —|n 32
) = @3 o (32)

From the normalization condition, we can fix the value of ¢g. We thus have,

1 = {a|a) (33)

< oo
= leal Zo vnln'l (nf') 3
n,n'=

_ 2 S |04’2n
= lco* ) (35)
n=0

n!

= |co|2el*”. (36)
This implies

o) = P 50 0y (37)

concluding the proof. O

3 Multiple modes

Earlier in this lecture, we have been concentrating on single mode systems. Now, we move on
to study multiple-mode bosonic Hilbert spaces. By tensoring together several separable Hilbert
spaces, each corresponding to a bosonic mode, we get a multiple-mode bosonic Hilbert space. Each
mode j is equipped with canonical operators Z; and p; for j € {1,...m}, where m is the number
of modes. If j # k, then [Z;,p] = 0, since these operators are acting on different Hilbert spaces.
Now, we can encode these canonical commutation relations as

[, D] = 041 (38)

To write the relations compactly, we define the vector of the canonical operators as

i
I
—~
w
Ne]
N—

In,
L Pn.

Then, the CCR can be encoded in the following matrix:

] = Bl onl | <o, (10)



where Q = @?:1 Q1 = I, ® Q1 with
0 1
w- [0 "

Q) is a special matrix, called the symplectic form, which realizes a symplectic inner product via
2TQ y. Some properties of the symplectic form are the following:

e 0T =_Q
o 07O =—-0% =1, That is, Q is an orthogonal matrix.

e Commutator matrix i is involutory, that is, (iQ)* = I.

One can also use a different order for vectors of canonical operators as

1
R T
§= 1. 42
n (42)
| Pn
In this case,
[SST] —iJ, (43)
where
J = |:_In On] =01 R I,. (44)

Another convention often used in the literature is the following;:

R
i
a=|: (45)
an
L]
Then, a = U7, where the unitary U is defined as
n
U:@U—In®u, (46)
j=1
with
1 (1 4



Then,

[a,af] = [v7,#101]
—U [r 7t } Ut
= Ui (I, ® M) U'
=i(I, ®u) (I, ® Q) (In ® uT)
=1il, ® quuT
=1,®0,

n
-G
i=1
This implies,

One can also define another order

|
I

However, we do not go into the details of this convention.

(56)
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1 Overview

In the last lecture, we developed the background required to study single-mode bosonic systems. We
studied creation, annihilation, position, and momentum operators and their properties. We then
extended the above for multiple-mode bosonic systems, and introduced the canonical symplectic
form.

In this lecture, we will introduce the mean vector in Section and the covariance matrix of a
bosonic state in Section We will then derive constraints that are fulfilled by a covariance matrix
of a bosonic state in Section [3

2 Mean vector and covariance matrix

Consider the vector 7 of canonical quadrature operators for an m-mode bosonic system:
A PN L A \T
T’E($1,p1...,l’m,pm) ) (1)

where I refers to the position-quadrature operator and p refers to the momentum-quadrature
operator.

2.1 Mean vector

For a state p of multiple modes, the mean vector 7 is given by

F:(Elaﬁla"'vfwuﬁm)v (2)
where the components of the mean vector are defined as follows:
El:Tr[fclp]:Tr[<£1®f®...f>p], )
=Trlpip] =T [(Tep@ie.. 1), )
Tj = Tr[d;p] = (), )
pj = Tx[pjp] = (Bj)p, )

where I is the identity operator and j € {1,2,...m}. Then, as a shorthand we can write the mean
vector as

7 = Tr[ip] = (Tr[irp], Tr[p1p],. .., Tr[Enp], Tr[pnp])” (7)



Just like classical probability distributions need not have a finite mean, a quantum state need not
have a finite mean.

2.2 Covariance matrix

Let us denote the covariance matrix of a quantum state by o, and let the entries be given by oy.
Let 7; be the jth element of 7, where j € {1,...2m}, and m is the number of modes of the quantum
state considered. Let us define 7{ = 7; — (#;),. Then, the covariance matrix elements are defined
as

ojr =Tr [('F;:fﬁ + f,‘;fj) p] (8)
= [{7%. 75} )
= ({75, 7% e, (10)
where oj;, € Rand k € {1,...,2m}.
Now, consider the total photon number operator
m
N =) n (11)
j=1

where n; = d}dj. Let us define finite-energy state as the states that fulfill the following constraint:

Tr [N p} < 00. (12)
Proposition 1. A state has finite energy iff the elements of 7 and o are finite, that is 7; < oo and
Ok < OQ.
Proof. Let us first prove that if the state p has finite energy then the elements of its mean vector
7 and covariance matrix o are finite. The definition of a finite-energy state implies
Tr [f2p] < o0. (13)
Then observe that,
. 1 . .
Tr [fp] = §Tr [(m? —i—p? —1) p] < . (14)
This implies, Tr [.’i‘? p} , Tr [ﬁ?p} < 0. Then, we conclude the following:
Zj| = | Tr [2p] | (15)
— | Tr[i oVl (16)
VOV NN NG (17)

=4/ Tr [iﬂ?p} < 0. (18)

The first inequality follows from the Cauchy-Schwarz inequality. Similarly, [p;| = | Tr [p;p] | < oo.
Therefore, we can conclude that finite-energy states have finite mean vector.




Now, let us prove that the elements of a covariance matrix of finite-energy states are finite. First
let us consider the diagonal terms:

oj; =2Tr [(Aj)Qp} (19)
= 2T () — (7)) o] (20)
= 2T [#p + (75)%p — 27(7})p)] (21)
= 2Tr [#3p — (7})%p] (22)
=2 [{(75), — (7})7] (23)
< 00. (24)

Now, the first term of is finite as seen previously, and the second term is finite since the mean
vector of the finite-energy state is finite. Therefore, we conclude that the diagonal elements of a
covariance vector of a finite-energy state are finite. Now, we consider the off-diagonal elements oy,
where j # k.

o] = [(F§7E + 775) ol (25)
< (P57 ol + [(FR75) o] (26)
Now, consider
(757500l = | Tr [/o75 75 v/p] | (27)
o] s »
< 0 (29)

The first inequality follows from the Cauchy—Schwarz inequality, and the second inequality follows
from . Now, let us prove the converse. That is, if the state is a finite-energy state, then the
covariance matrix is finite.

To prove the opposite implication, consider that

Tr (N,o> - z; Tr [i2; ) (30)
=>_ [T [aFo] +Tr [p5p] — 1] (31)

j=1
< 00 (32)

The last inequality follows from the assumed finiteness of the elements of the mena vector and
covariance matrix. ]

Instead of writing all the 2m x 2m elements of the covariance matrix, we condense it to write the

covariance matrix as follows:
o= [{(F-7),6G -7}, (33)



where,
{fl—?l,fl—Fl} {721—71,722—?2}
{(f—?),(f—?)T}Z {fg—?g,fl—Fl} {fg—?g,fg—?g} .. (34)

Then,
Tr [{fl — 71,7 —?1}p] Tr [{fj —?1,722—?2}p] .
o= |Tr[{f =71, 72 —=To}p] Tr[{fy —To, 70 —Ta}p] ...| | (35)

3 Constraints on covariance matrix

In this section, we establish certain properties of the covariance matrix. We first prove that the
covariance matrix (CM) of a vector of random variables is Hermitian and positive semi-definite
(PSD). Next, we prove that the covariance matrix of a quantum state fulfills a stronger constraint,
that is o 4+ i€2 > 0, and that the covariance matrix is positive definite.

3.1 CM of vector of random variables is PSD

Consider a covariance matrix X for a vector of random variables. We now prove that the covariance
matrix is positive semi-definite.

Proposition 2. The covariance matriz of a vector of random wvariables is Hermitian and PSD,
that is, ¥ = X1 and ¥ > 0.

Proof. That the covariance matrix is Hermitian follows from the definition. We now give a
proof that the covariance matrix is PSD. Let X be a vector of random variables. Then, X =
[X1, Xo,... ,Xm]T, where X; is a random variable and has realizations in C. Then,

S =E [(X ~E(X)) (X - E(X))T} . (36)

Now, let w be a constant vector in C". Consider then

wtSw = w'E (X - E(X)) (X ~E(X)|w (37)

—E |u! (X ~ E(X)) (X ~E(X))! ] (38)

~E [|wT (X - E(X)) \2] > 0. (39)

Since this holds for all w € C™, it follows that 3 > 0. O

3.2 Uncertainity principle of covariance matrix

Now, we derive an important constraint on the covariance matrix of a quantum state. This is the
uncertainity principle for the covariance matrix.



Theorem 3. The covariance matriz o of a quantum state fulfills the following constraint:

o+i2>0. (40)
Proof. Consider the following (2m x 2m) complex matrix given by
r=2Tr [(f—f) (f—?)Tp]. (41)

We first prove that 7 is PSD, and then deduce the statement of the theorem. Let w € C*™. Then,

whrw = 2 Trw! [(f 7 (G- p} w (42)
— 2Ty [@ (7 —7) (7 —f)@p} (43)
=2Tx [001] (44)
> 0, (45)

where O = w' (7 — 7). Since 010 is PSD and so is p, we arrive at the last inequality. Now, the
above argument holds for all w € C*™, and so we conclude that 7 is PSD.

Now, consider that
2f’jfk - {fj, fk} + [TA’j, fk} . (46)
This implies,

2 -7) (¢ -t ={-7), ¢ -+ [ -7, ¢ - 7] (47)

Then, we obtain the following:
7 =2Tr K(f—?) (f-?)f) p] (49)

=T [{ =7, -7} o] + e [[7.7] ) (50)
=o+iQ>0. (51)

The last inequality follows from 7 > 0. O

Now, we prove that o is PSD. Note that the eigenvalues of a matrix do not change under a transpose.
So, if they are positive, then they remain positive after the transpose of the matrix. Then,

o+1iQ >0, (52)
implies
(o0 +i)T > 0. (53)
which in turn implies,
o—1iQ>0. (54)

Then combining with , we obtain that ¢ > 0. That is, ¢ is a PSD.



3.3 CM of quantum states is positive definite

We now prove that a quantum covariance matrix is in fact positive definite. This makes them more
special and easier to work mathematically than classical covariance matrices.

Proposition 4. A quantum covariance matriz is positive definite.

Proof. We prove this statement by contradiction. Let us assume that the quantum covariance
matrix is not positive definite. That is, 3 a real, non-zero vector 1 € R®*™, such that o |¢) = 0.
Then, for € € R, set ¢(e) = (I 4+ €if2) 1. By invoking the following assumption o) = 0, and the
following facts: 97 Q1 = 0¥y € R?™ and (iQ2)? = I, we find that

b(e)" (o + i) (e)

= T (I 4 €i) (o +1iQ) (I + £iQ) (55)
= T (I 4 £iQ) (iQ + eciQ + el) (56)
=T (iQ + £0iQ + eI + £iQ (i + ediQ + eI)) (57)
=T (iQ + £0iQ + 2¢I + 20T 0 Q + €%iQ) ¥ (58)
=T (2¢I + EQQTUQ) ¥ (59)
= 2e T + 2 ()T o () (60)

Now, suppose that ()7 o () = 0. Then picking e < 0, implies that 2e¢Ty < 0, which
contradicts the fact that o 4+ €2 > 0 for any quantum covariance matrix o.

Now, suppose that (2¢)” & () > 0. Then pick & < 0 and such that

2T
le] £ —————. (61)
Q)" o ()
This implies,

29T + €2 ()" o (W) <0, (62)

and there exists 1(g) such that
¥(e) (o +iQ)y(e) <0, (63)
again contradicting the assumption that o + {2 > 0. Hence, o must be positive definite. O

3.4 Uncertainity principle for a single-mode bosonic state

The covariance matrix of a single-mode bosonic state is given as

2((i%)%), Hmmb]:[mlaﬂ. (64)

T lHE s, 20697, ] lom ox

The 2 x 2 matrix o is the covariance matrix of a single-mode bosonic system if and only if the
following constraint holds

0+i2>0 <= det(c) >1and o > 0. (65)



The forward direction of the above statement is easy to prove. We have already shown
c+i1>0 = o>0.

Now we prove that
oc+i2>0 = det(o) > 1.

The constraint ¢ + €2 > 0 implies that
det(o +iQ) = o11092 — (035 + 1) > 0.

We thus see that det(o) > 1.

(66)

(67)
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1 Overview

In the previous lecture, we considered finite-energy states, defined the covariance matrix, and
studied constraints that the covariance matrix should satisfy. Lastly, we also stated and proved the
uncertainty principle for bosonic quantum states.

In this lecture, we consider generic transformations of quantum states. We study the effects of these
transformations on the mean vector and covariance matrix of the state in consideration. We will
define the unitary displacement operator and study its properties. Lastly, we will define another
set of Hamiltonians that are quadratic in the quadrature operators, which generate another class
of transformations. The study of those transformations will be completed in the following lectures.

2 Generic transformations of quantum states

In this section, we study generic transformations on quantum states and their effect on the mean
vector and covariance matrix of the states.

2.1 The Displacement Operator

Suppose that we would like to shift the mean vector of an n-mode quantum state by a vector
7 € R?". To do so, we define the unitary displacement operator.

Definition 1. The unitary displacement operator Dy is defined as
ﬁ? — eiFTQf (1)

where T is the vector of quadrature operators as defined in earlier lectures, and € is the symplectic
form that captures the canonical commutation relations between the quadrature operators.

Lemma 2. The displacement of an n-mode state is a tensor product of single-mode displacements.
Dr =Dy, ® Dp, ® ... ® Dy, (2)

with 7; = (%; p;)"



Proof. Note that

2n
TLQF = Z Fijkfk (3)
Jk=1

= (Tip; — D;&5)- (4)
j=1

Due to this component-wise expression, we have that

n

7T Of . . .
T —expl i Z (a:jpj —pj:L‘j) (5)
j=1
and thus that A R
-DF:DFl ®D?2®...®D?n, (6)
concluding the proof. O

Further, we can think of 77 Q# as a Hamiltonian. From the above analysis we note that

T
(7ror) =7Tor. (7)
Since 71 Qf is a Hamiltonian, it follows that ™ ¥ is indeed unitary, as stated in Definition

2.2 Inverse of the displacement operator

Observe that

DI _ (ez‘?TQf)T _ e—ﬁTﬂf _ [)_F. (8)

This implies that the displacement can be inverted by displacing in the opposite way.

2.3 Commutation Relations between Displacement Operators

Suppose that we have two displacement operators ﬁm and ﬁm for r1, ro € R?™. What is the
commutation relation between the two displacement operators? In what follows, we prove the
following equation:

~ _F ~ irTQr2/2

Dy, 4ry = Dy, Drye™ . 9)

To prove this, we first need the following result.

Lemma 3. When X and Y commute with [X,Y], the following equality holds

XY — XY +3IXY] (10)



Proof. The starting point is the celebrated Baker—Campbell-Hausdorff formula

XYe X =V +[X, Y]+ %[X, X, V)] + % [X, X, [X, Y]]] ;.. (11)

In the case that X and Y both commute with [X, Y], the above simplifies to the following for s € R.

EXYe X =Y 4 5[X,Y]. (12)

Define g(s) = e*Xe*Y. By differentiating with respect to s, one obtains

ds  ds

dg(S) d <68X63Y> ( )
— X@SXBSY + GSXYBSY ( )

= Xg(s) + e ye XX e (15)

= (X + eSXYest>g(s) (16)

(17)

_ <X +Y +s[X, Y])g(S)-

The solution to this differential equation is

g(s) _ es(X-i—Y)—i—%[X,Y] — XY (18)

Vs € R such that X and Y commute with [X,Y]. The second equality in the above follows from
the definition of g(s).

Set s =1 to yield

XY — €X+Y+%[X,Y}’ (19)

concluding the proof. O
Lemma 4. .

DT1+7‘2 = DmDrzeZTl QT2/2' (20)

Proof. Set X = i1 and Y = eirs 7

We evaluate [X,Y] as a first step.

X, Y] = |irf 0, ir] 0| (21)
= —[rfor, i or] (22)
= — [Zrl,jﬁjkfk, Zm,lemfm] (23)
jk Im

=— Z 71,572,826 0m [fk, fm} (24)

jklm
=— Z 71,572,125 Qm i Qe (25)

jklm



= — Z ’I”]_’ijkalemTQ’l (26)

Jkim
=1 Z T17ijkaQOlT27l (27)
Jkim
= irl QQOry (28)
= —ir] Qry. (29)

In the above, the first four equalities follow from algebraic manipulation and expanding X and Y in
terms of their components. The fifth equality follows from application of the canonical commutation
relation. The sixth equality again is algebraic manipulation, and the seventh equality follows from
) being antisymmetric. The eighth equality follows from observing the expression to describe
matrix multiplication. The final equality follows from the involutory nature of iQ, i.e. Q% = —1I.

[X,Y] = —irf'Qry is a scalar, and hence commutes with both X and Y. Because of this, we can
apply the above Lemma

Dm bm — irf O irg QF (30)
_ (oToitafai-i/2Tar) (31)
— ei(T1+r2)TQf‘67%T{QT2 (32)
= Er1+rze_%7‘?9r2. (33)
We can now write R i
Dy yry = Dy Dryezt e (34)
which completes the proof. ]
Corollary 5. .
Dy, D,, = Dy, D, e” 152 (35)

,67“1'67“26%%%”2 = DT‘1+T2 (36)
= ﬁrzﬁrleQTQ ar (37)
_ f)mﬁne%rlTQTrz (38)
= Dy, D, e 319 (39)

The first equality is a statement of Lemma[4 The second equality comes from once more applying
Lemma[4l The third and fourth equalities come from considering the transpose of the argument of
the exponential. O

2.4 Connection to traditional single-mode displacement operator

Definition 6. In quantum optics, we define the single-mode displacement operator as follows:

D(a) = exp (adT —a*a) (40)

4



To see its connection to the displacement operator discussed so far, consider that for a € C and
o = aR +iarg,

D(a) = exp (aa f —a*a) (41)
= exp ([ag + iaf]al — [ozR—z'oq]d> (42)
agla’ — a] +iasfa+ aT]) (43)
~iv3ap["C = ]—i—z\[aj[a\/;T]) (44)

= exp (i\@[a[i‘ — ozR;ﬁ]). (45)

= exp

/N N -7 N

= exp

It is important to keep in mind that there is a factor of v/2 that must be taken care of when going
between the two conventions.

To implement an n-mode displacement operator on a quantum state in a lab, one uses an array of
highly transmissive beamsplitters and strong local oscillators in coherent states. This point will be
returned to later.

2.5 Effect of displacement operator on mean vector of a state

Theorem 7. The displacement operator D shifts the mean vector of an arbitrary state p by T.

DDy =7 —T. (46)

Proof. Upon action of a displacement operator Dy, the new mean vector of p is given by
7 =Tr [fﬁ;pf);] (47)
= Tr [DI#Dyp] (48)
which arises from the definition of the mean vector and the cyclicity of trace.

From the above, we see that the problem of computing the new mean vector has been reduced to
computing DTT‘D , which is the same as computing

Dli;Dy and Dlp;Dr Vje{1,..,n}. (49)

We proved earlier in Lemma [2| that the displacement operator for n modes can be written as a
tensor product of single-mode displacements. This enables us to write

Diz; Dy = <ﬁ% ®.0 D;n)ﬁ;j (D;l Q.0 D;n> (50)

= DL &;Dr. (51)

For p;, we can similarly write

DTpJD = D p]DT] (52)
We invoke the BCH formula (Lemma [3]) to calculate the above.

ﬁ;j :ijDFj - ei [ﬁjjj 7fjﬁj:| jjeii [ﬁji"j 7jjﬁj] (53)



=25+ [z (ﬁjjcj — fjﬁj) , :i“j} + higher-order nested commutators that vanish
= +i[— fjﬁjvffj}

= & — iT; [p;, 4;]

= &j — iTi(—i)

::Ej—l'j.

A similar calculation yields

Put together, we have

= T [(F — 7))
="Tr [fp] -7

where we identify Tr [fp] as the original mean vector of p.

2.6 Effect of displacement operator on covariance matrix of a state

Lemma 8. The covariance matriz of a state p is unchanged upon action by a displacement operator.

This can be easily seen from the definition of the covariance matrix.

3 Quadratic Hamiltonians

The unitary displacement operator constitutes the most general evolution realizable by a Hamilto-
nian that is linear in the quadrature operators; i.e., the Hamiltonian is a real linear combination of
the quadrature operators. It is a natural next step to examine the evolution effected by a quadratic

Hamiltonian.

The general form of a quadratic Hamiltonian is as follows:
A~ 1
H=_iTH#
2
where H is a real, symmetric 2n x 2n matrix.
In the above, H is the Hamiltonian operator, and H is the Hamiltonian matrix.

The Hamiltonian realizes the following evolution:

_ i _ipxT P
e iHt — ¢ 3" Ht'r.

(64)

(65)

In the above, it is to be noted that the time parameter can be subsumed into the Hamiltonian

matrix.



3.1 Effect of quadratic Hamiltonian on mean vector of a state
Theorem 9. A quadratic Hamiltonian with Hamiltonian matriz H changes the vector # of canonical
quadrature operators as

oiHtpp—iHt _ QHts (66)

Proof. We will again invoke the BCH formula (Lemma [3)) which is restated below for completeness.

Co % - PN lis 1o« 17rs ro ro
Ve X =V 4 X V] 4 S [ X V] + 5 [X, [X,[X, Y]H ¥ (67)
e L N 1 N N 1 . A A
oMttt = iy [it, ) 4 o [iH [iH 7] + [zﬂt, [iHt, [iHt, f]ﬂ ¥ (68)
Consider [iHt, 7] = it[H, 7] one component at a time.
N 1 . A
[H. 7] =5 > 7 g, 7o (69)
jk
1 L
=3 Z H i (PPt — P i) (70)
jk
1 e o .
= 5 ij (Tjrkrl — TjT‘ﬂ“k + T’j?“ﬂ“k — TlTka) (71)
jk
1 A A
=5 Zij ([P, P1] + [P, i) Pr) (72)
ik
1 . Ay ~
=3 Z Hjy, (T‘jZle + Zle’r‘k) (73)
jk
1 R N
= 5 ijTijl + ijQjﬂ"k (74)
jk
1 R A
=3 > (=ur) Hyj#j + (=) Hjp (75)
ik
— i[QH, (76)

In the above, the first two equalities come from the form of H. The third equality comes from adding
and subtracting the term #;7;7. The fourth equality comes from algebraic simplification, and the
fifth equality comes from recognizing that [ry, 7| = i€;. Using the fact that €2 is antisymmetric,
we arrive at the final set of equalities.

This implies

[iHt, 7] = it|H, 7] (77)
= it(—iQHP) (78)
= QHt?. (79)



Using linearity of the commutator,

[iHt, [iHt,7]] = [iHt, QH7 (80)
= (QHt)?7 (81)

and inductively

[mt, L[iHE ]| = (QHDR (82)

—

In the above, there are k£ — 1 nested commutators, or £ commutators in total.

This altogether implies

iHt, —iH = (QHt)kA
eHtpe=tHt — Z o (83)
k=0
= M, (84)
concluding the proof. O

Corollary 10. A quadratic Hamiltonian with Hamiltonian matriz H changes the mean vector of
a state p from Tr [fp] to e Ty [fp]

Proof. Direct consequence of the above and the following:
7 =Tr [fe_impeim} (85)
=Tr [eimf'e_imp}. (86)

Similar to the procedure with the displacement operator, we have reduced the problem of computing
the new mean vector to computing eft7e~Ht which was accomplished previously.

Finally we can write the effect on the original mean vector:

7 =Tr [eiﬁtfe_iﬁtp] (87)

=Tr [eQHtfp] (88)

= My [fp], (89)

concluding the proof. O

3.2 Effect of quadratic Hamiltonian on canonical commutation relations

Now that we have seen the effect of a quadratic Hamiltonian on the mean vector of a state, another
natural question to ask is the effect of a quadratic Hamiltonian on the canonical commutation
relations. In the following, we redefine Ht as H.

Theorem 11. A quadratic Hamiltonian as defined in leaves the canonical commutation rela-
tions unchanged, i.e.

27, (277)T] = 0. (90)



Proof. For real symmetric H, we have

[eQHf’, (eQHf)T] = eQH[f, fT](eQH)T (91)
= S (U T (92)
= Q. (93)

The first equality follows from the linearity of the commutator. The second equality follows by
application of the canonical commutation relation. To see the validity of the last equality, consider
the following:

GQHZvQ(eQH)T _ eQHZ-Qe(QH)T (94)
_ S~ HO (95)
= Qi Qe HY (96)
— iQeIQQH(iQ) ,—HQ (97)
— QeI HR ,—HO (98)
= Qe HY (99)
= iQ. (100)
In the above, the first equality can be seen from the functional calculus of matrices. The second
equality comes from the antisymmetry of 2 and the symmetry of H. The third equality arises
because (iQ2)? = I. The fourth equality also follows from the functional calculus of matrices (i.e.

Mf(X)M~' = f(MXM™')). The fifth equality comes from combining terms and again recognizing
that (iQ2)2 = I. The sixth and last equalities come from algebraic simplification. O

Definition 12. Any real matriz S for which SQST = Q is called symplectic; i.e., the action of S
preserves the symplectic form €.

QH

Corollary 13. The evolution matrix e** is symplectic.

This is seen from the fact that the evolution e preserves the canonical commutation relations.

Lemma 14. All symplectic matrices are invertible and the inverse of symplectic S is given by

Sl = -sTq.

Proof. Consider that

SQST = (101)

— sasTal = ool =1 (102)

— st =qsTal = —qsTq, (103)

concluding the proof. O



3.3 Necessity for realness of Hamiltonian matrix

In the preceding defintion of the standard quadratic Hamiltonian as in , we restricted ourselves
to only real and symmetric 2n x 2n matrices H. In the following, we will prove that this is indeed
the most general consideration and that antisymmetric Hamiltonian matrices H result in a non-
Hermitian Hamiltonian.

Lemma 15. When defining quadratic Hamiltonians, it suffices to restrict ourselves to consider
real, symmetric 2n x 2n Hamiltonian matrices.

Proof. To see this, we consider a general Hamiltonian matrix with symmetric and antisymmetric
parts, and arrive at the conclusion that the resulting Hamiltonian is not necessarily Hermitian.
This will allow us to conclude that to ensure the Hermiticity of the Hamiltonian operator, the
corresponding Hamiltonian matrix must be real and symmetric.

Let H be an arbitrary 2n x 2n matrix. We can write it as
_ H+ HT . H-HT
2 2
= H°+ H*® (105)

H (104)

where H?® denotes the symmetric part of H, and H® denotes the antisymmetric part of H. Now
consider the operator

1 1
§fTHf = ifT (H® + H*)7 (106)
1 1
= T H 4+ T |, (107)
2 2
Focus on the second term in the above.
1 1
ST HY =5 > #H R, (108)
ik
1
=3 > i Hiy + P HiGT (109)
i<k
1 . . . .
= 5 ZTjH](-lka = ’f‘kH](»lkT'j (110)
i<k
1 Lo
= izH;‘Zk(rjrk_rkrj) (111)
i<k
1 L
= iij@k[rjark‘] (112)
j<k
1 .
=3 > HS iy (113)
i<k
i
=3 Zkaij (114)
i<k
=ic (115)

10



where c is some real number. The key point is that the above term is imaginary.

Thus we see from ((107)) that if H* # 0, then
1
ATHP — S5 TH + e (116)

which implies that (107)) cannot be Hermitian. We have thus arrived at the desired conclusion. [

3.4 Obtaining Hamiltonian matrix from symplectic evolution matrix

If S = e then S is symplectic for real, symmetric H.

Here, we show a complementary result.

Theorem 16. If S is diagonalizable with strictly positive eigenvalues, then H = QT In S is sym-
metric, where In denotes the matrixz logarithm.

Proof. Consider that

H” = (9" s)" (117)
= (InS)TQ (118)
=007 (1n ST (119)
= QI (Q757Q) (120)
=Qn ((-27)ST(-Q)) (121)
= QI (Q57Q7) (122)
=Qlns! (123)
=-Qhs (124)
=0'InS (125)
= H. (126)

Thus we see that H = HT and that H is real and symmetric.

The first equality comes from the assumption in the theorem. The second equality comes from
distributing the transpose operation. The third equality is apparent when one realizes that QQ7 =
I. The fourth equality comes from the functional calculus of matrices. The fifth equality arises
from the antisymmetry of 2. The seventh equality comes from the fact that S is symplectic. [

Corollary 17. From any symplectic matriz S that is diagonalizable with strictly positive eigenval-
ues, we can get its Hamiltonian matriz by using H = Q7 In S.

11
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1 Overview

In the previous lecture, we studied transformations of quantum states under evolutions induced by
both linear and quadratic Hamiltonians.

In this lecture, we will continue on the same track and proceed to define faithful Gaussian states.
Further, we will discuss the most general form that a Gaussian state can take.

2 Quadratic Hamiltonians

2.1 Faithful quantum states

Consider a Hamiltonian of the form
N 1
H = —#THp + 717 (1)

where 7 € R?” and H is a positive definite 2n x 2n real matrix. A faithful n-mode Gaussian state
is defined as follows:

e_ﬂH

Tr [e—ﬁﬁ]

The word faithful means that the state is positive definite, which also means that it has full support.

for 8> 0. (2)

Consider that

A 1
H' =S (7 - »TH( —7) (3)
1
=3 (#"H7 — 27" Hi + ||7)3) (4)
1w 1,
= —¢#THi —#THF + |73 (5)
2 2
Now if we set 7 = —H~'F, we recover the original form of the Hamiltonian in up to an additive

constant. That constant term ||7||3 can be eliminated after normalization. Furthermore, 3 can be
subsumed into H.

Thus, we take our formal definition of faithful Gaussian states to be as follows:



Definition 1. A faithful n-mode Gaussian state is defined as follows:

exp (—%(f 7)) TH(F — F)) .
Tr [exp (—%(f —TNTH(? —T))]

where T € R?™ and H is a positive definite 2n x 2n real matriz.

It is natural at this point to consider computing the mean vector, covariance matrix, and normal-
ization for a faithful Gaussian state parameterized by 7 and H.

2.2 Simple example of a single-mode state
We will start with perhaps the most simple example possible. Consider a single-mode state with
Hamiltonian matrix
10
H=X\ (o 1) : (7)

A>0,and 7 = 0.

Then the state is given by

° (8)
p= -
Tr[eférTHr]
Consider that
Ly 1, (X0 z
on =5 )<0 A) (ﬁ) (9)
Ao o
= 5(;0 +p7). (10)

If we now use

=~ (2 +p* +il2,p]) (12)
=-(@*+p°—1), (13)

then
%fTHf = AR+ 1/2) (14)



We can use the fact that 7 = >_>7 jn|n)(n| to write

eI =3 e ) (nf (15)
n=0
=e72 Y e Mn)nl (16)
n=0
= Tr[e_%fTHf] —e 3 Ze_m (17)
n=0
2 1
=€ i 3 (18)
1
=5 (19)
e2 —e 2
= z(\). (20)

We denote the final quantity as z(\) due to its role as the partition function from statistical
mechanics.

2.2.1 Mean vector

We now prove that any state diagonal in the Fock basis has mean vector equal to zero. This follows
because
(nldn) = —= (nla+a'|n) (21)

[ (nlaln) + (nlaf|n)] (22)

-l

= —_[Valnln—1)+vVa+1{nn+1)] (23)

S

By a similar calculation, (n|p|n) = 0.

Therefore any state that is diagonal in the Fock (number state) basis has mean vector equal to zero

and we can write R L e
Tr[e 2" HT@] =0="Tr[e 2" Hrﬁ}. (25)

2.2.2 Covariance matrix

It is simple to show that (n|Zp + pZ|n) = 0 and also that

(n|222n) = 2n + 1 = (n|2p*|n) . (26)



It follows from

MMlAATAATAATAAT
xp—i—parzﬂ{(a—kcz)(a—a)%—(a—a)(a+a>}

1 2
2

6]

S

Then we find that

| —

(nlfap + g ) = 3l [a? - (a)’] o)
= Lnlain) — (o] (a) " n)

| = =

|
O ==

Also, we find that

(n]222|n) = 2n] (g) )

2
= (n|a? +ala +aal + (&T) In)
2
= (nja® +2aTa + 1 + (aT) In)
=2n+1,

and similarly,

This means that

= [a%eﬁa—aa* — (af)"+a? —afa+ aat - (af)

vn(n—=1)nln—-2) —y/(n+1) (n+2){(nln+2)



and

— 2T HP e
1
oTy 425 = — Ty 2825 e A+ 4
sy ] |2 ;e 2|n)(nl (43)
- z(l)\) ;ﬂ(mé)m [82|n) (n] (44)
R TR = WV
=20 ;Je 2)(2n +1) (45)
_% o0
e —An
+ Z()\)nz%e n (46)
_% d o9
e —An
=142 - 4
i | (S o
A
e 2 d 1
2 | (=) )
“A
— _ oA €
—1+2(1-¢ >[(16A)2] (49)
A
_ hiZ
cot (2) (50)
=v(A)>1for A>0 (51)
where cothz = Eii‘i:i
Similarly, we have
—1#TH?
o [ | — coth (2 (52)
z(N) 2)

A0

So we have seen that a single-mode state with Hamiltonian matrix H = < 0 A

)for)\>0has

mean vector equal to zero, and covariance matrix o given by

= ) i
where v(\) = coth (3).
2.2.3 Normalization
The normalization of this state is
Tr[e_%fTH’:] =2(\) = — ! — - (54)
ez —e 2



If, instead, we had started by specifying covariance matrix as o = <](; S) such that

v 0 (0 1
(0 V) +1 <_1 O) >0 (55)
then the Hamiltonian matrix elements are given by the inverse operation

A(v) = 2arcoth(v) (56)

where arcoth(z) = §In (LH) when |z| > 1.

r—1

Then the normalization function can be written as

ZO0) = 22 1 (57)

2
1 v

_ 2\/Det ([_Z V]) (58)
1 .

=3 Det (o +i2) (59)

AY)
_  [Det ("“ ) (60)
2
We see that for the form of covariance matrix chosen, the normalization Tr [e‘éﬂH f] can be written

in terms of it.

2.3 n-mode state with diagonal Hamiltonian matrix

Consider an n-mode state with a diagonal Hamiltonian matrix

oy
A1
A2
n
— A O . 110
H= 2 = EB A [0 . (61)
. 7=1
0 A
L An ]
with A; > 0 Vj.
Then the Hamiltonian operator is
~ 1.1 . .
H=3 THp = 3 > nA(@] +p7) (62)
j=1
so that
o3 PTHF _ =5 251 X (25453) (63)
- A (220 52
— R e 7 @+07) (64)

j=1



We can apply our arguments from the previous calculation (specifically and ) to conclude
that the mean vector of this state is zero.

2.3.1 Covariance matrix

The covariance matrix is a diagonal matrix given as

=@} ] (65)

=1
where as in the previous, v();) = coth (%) > 1.

If the covariance matrix elements are given as in (65]), then the Hamiltonian is H = @?:1 (V) [(1) (1)]

for A\(v) = 2arcoth(v) > 0.

2.3.2 Normalization

The normalization is given by

T | e @+ | = [T [eéj@%f’?)} (66)
j=1

:1‘[\/]3@t("”‘2Z 1) (69)
j=1

= H Det <UJ+2“> (70)

j=1
AY)
= Det(U—H ) (71)
2
: e . n . 10

This sequence of steps utilizes the fact that o 412 = @j:l oj+1i{y where o; = v; [0 1] . We also

used the fact that Det(A @ B) = Det(A)Det(B).

10 .
0 1] , the state given

To summarize, for multimode states with Hamiltonian matrix H = @?:1 Aj [

by



o3t HF
Tr eféfTHf]
has mean vector equal to zero, covariance matrix
n
10
o=EPr;) {0 1] (72)

J=1

with v();) = coth (%) and normalization

z2(Nj) = Det(a—zz >

7=1

3 Towards a general Gaussian state

In this section, we work towards establishing the most general form that a Gaussian state can take.
We begin with a quadratic Hamiltonian, act upon it by congruence with a symplectic matrix 5,
and lastly we displace the state to obtain the most general form.

Suppose now that we take such a diagonal Hamiltonian H and act on it by congruence with a
symplectic matrix S to produce a new Hamiltonian matrix H’'.

H =STHS (74)

where S = €4 for symmetric and real A. Consider now the state

AT 17/ 1T oT 5
rt H'7 e~ 3" St HS?

P= fTH/f] - Tr [e—%fTSTHSr”} (75)

o
—
mI

[N

3.1 Mean Vector

In the following, we will show how the mean vector of p as defined in is equal to zero.

We have
S — A; — o3t AT — 5T AT (76)
(77)
and
S = e = oo™ (A 5T (A (78)
— o 37T AT 5T AT (79)



1 1
= T STHSP = (ST HS? (80)
_ 1 (e%fTAﬁfeféfTAﬁTH (engAffe*%foMj (81)
2
_ e%fTAf%fTer*%fTAf (82)
— e_%fTSTHS’Q = e%’ﬁTAfe_%fTer_%fTAf (83)
(84)
— 1T T sy
=— mean vector of e[ _Z%TTSTHST]
[ ©
i Tr[efir Hr]
- _ 1.7
=Tr eféf'TAffe%fTAfi (86)
Tr [e_%fTHTA]
I - 1T HP
=Tr S_lf% (87)
i Tr[efir H'I’]
=5710=0. (88)

In the above, the second equality arises due to cyclicity of the trace. The third equality follows
from . S~1 can then be pulled out of the trace operation and the final equality follows from
the earlier performed calculations in [2.2.1

3.2 Covariance Matrix

Since the mean vector is zero, the covariance matrix is given by

[ . o— 37T HP .
R PO P L S —— 89
| iiTarg, oy israp € 2 1T
=Tr |e 2 {T, r }62 w (90)
I rlem2m ]
i —%ATHT
=Tr [{S7'F, (S7'A)T } (91)
_{ }Tr[e_fTHr]
N P S (92)
= S~ Ty | {7, 7 S~ 92
Tr[e—%rTHr]
=S5 tos T (93)
=0 (94)
" MY 10
! 1 J -T
— =5 G?coth<2>[o 1] S (95)
]:



In the above, the first equality arises from the definition of the covariance matrix. The second
equality results from the cyclicity of trace. The third equality arises from applying . The
fourth equality comes from recognizing that S~ and S~7 can be taken out of the trace. Finally
one can recognize the original covariance matrix and obtain the expression for o’.

3.3 Normalization

Tr [6—%#1{%} — Ty [eéfTAfe—%fTer—%fTAf} (96)
= Tr [e—%f”ﬂ (97)

i)
_ Det(”; ) (98)

In the above, we used the cyclicity of trace to make the simplification.

For symplectic S, we have the following properties (proved in section .

Det(S) =1 = Det(S™) (99)
= Det(S7T). (100)

Thus we can write

o+ i

Joe (759) =
_ %)et <51 <U+2m> ST> (102)
/

Det <"/ - ZQ) (103)

Det(S—1)Det < > Det(S-T) (101)

where we used that SQST = Q.

3.4 Displacing the state

Now suppose that we act on the new state characterized in the above by a displacement operator
Dy = exp(iT QF).

Do 3THID _ 3 [D_w#T H'#Dr] (104)
If we write
PTH' = H iy (105)
ik

10



then we can see that

D _##"H'#Dy =Y D_3#;DrH}; D 57 Dr (106)
ik
= (7 —7) Hjy (75 —75) (107)
Jk
which yields
Doe=3THID [D_w#T H'# Dy (108)
= e 3 (P H(F-T), (109)

This implies that under this change of the new state (via a displacement operator), the mean vector
translates from zero to 7.

The covariance matrix, on the other hand, remains unchanged because it is invariant to changes
in the mean vector alone. By this observation, it also follows that the normalization of the state is
unchanged.

This faithful Gaussian state can be written as

o3 (F=T)"H'(7-7)
— (110)
Det (#5)
where N
H =5" ) B (ﬂ S (111)
j=1
and

T ANEE

I o1 j -7

o =5 G?coth<2>[0 JS : (112)
]:

Notice the similarity of (110) to the expression for a classical multimode Gaussian density function.

The form of the faithful Gaussian state stated above is actually the most general form that a
faithful Gaussian quantum state can take.

By everything that we have done in the preceding pages, we can write

cAEDTHOT e BT B,

= — (113)
Det (252) Tr [e_%’”THT]
where .
H=) L0 (114)
, 710 1
J=1
with A; > 0, ‘
Sy =es™ AT (115)



and

Tr e~ 2"

Det <U+ZQ> (116)

TH
!
\/Det (U HQ) (117)
2
1

with o = 693 1v(A)) [0 (1]] where v(\) = coth (%)

4 Determinant of a symplectic matrix

In the following we prove that the determinant of a symplectic matrix is equal to one.

Lemma 2. Any symplectic matrix has determinant equal to one.

Proof. Consider that S is a symplectic matrix. We then have SQST = Q. Beginning with that and
taking determinant on both sides, we have the following:

— Det(SNST) = Det(Q) (118)
— Det(S)Det(Q)Det(ST) = Det(Q) = 1 (119)
— Det(S)Det(ST) =1 (120)
— Det(9)?=1 (121)
— Det(S) = +1. (122)

The second line follows from the fact that Det(2) = 1. The fourth line is due to the invariance of
the determinant to transposition of its argument.

Now that we have established that Det(S) = £1, we need to eliminate the possibility that Det(S) =
—1 to conclude the proof.

Using the fact that any symplectic matrix is invertible (and thus full-rank), it follows that S7S is
a symmetric positive definite matrix. This implies that the eigenvalues of S7'S +1 are greater than
one.

Thus

STS+1=57(5+5T) (123)
= ST(s + s’ (124)

which is due to
SQsT = (125)
— SQSTQT =0T =1 (126)
— Sl =qsTaT (127)
— ST =qs0T. (128)

12



Consider that 2 = @?:1 Q) =1® Q. Then, if we write S as follows,

ST Sp@li)k

J:ke{0,1}

we get

S+ 089" = 37 S ) (k| + (T © ) (S ) k) (I © )
ik
=3 S @ [19) (k] + S ) k| 2.
ik

Using Oy |0) = — [1) and Q4 [1) = |0),

) (k| + Qu 5) (k1 QF = 15) (k] + (=1 (=1 j @ 1)(k & 1]
= i)kl + (1) je 1) (ke 1]

= S+0807 =" S @ [15) (k] + ) (k| ]
jk

= (Soo + S11) ® [0){0[ + (So1 — S10) ® [0)(1]

+ (=So1 + S10) @ [1)(0] + (Soo + S11) @ [1)(1] .

Define real matrices C and D as follows:

C = Spo + S11
D = Sp1 — Sho.

— S+ Q50T =C®10)(0] + D®|0){1]| = D ® [1){(0] + C ® |1)(1]

= (I® ) ([C +iD] ®[0)(0] + [C —iD] @ |1)(1]) (I ® u)

1 1
_ 1
where u = 7 [z —z}'

We then get

0 <1< Det(STS +1)
= Det (ST (5 + Q5Q"))
= Det(S7)Det(S + Q507T)
= Det(S)Det(I ® u)Det(C + iD)Det(C — iD)Det(I @ u)
= Det(S)Det(C + iD)Det(C + iD)
= Det(S)Det(C + iD)Det(C +iD)
= Det(S)|Det(C + iD)[%,

13

(129)

(130)

(131)

(132)
(133)

(134)

(135)
(136)

(137)
(138)

(139)
(140)

SN TN TN /N N N /N
[ e
L T S S
N O Ot =W NN =
S N N N N N N



Since Det(S)|Det(C + iD)|? > 0, it must be the case that Det(S) > 0.

Thus we can conclude that Det(S) # —1 and hence the only remaining possibility, by necessity, is
that Det(S) = 1. O

14
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1 Overview

In the previous lecture, we defined and studied faithful Gaussian states as thermal states of
quadratic Hamiltonians.

In this lecture, we continue the analysis of faithful states as thermal states of quadratic Hamil-
tonians, and via the Williamson Theorem, we show and prove the form of a general Gaussian
state.

2 Recap

In the previous lecture, we defined a faithful Gaussian state to be a thermal state

A
e
i (1)
Trle—H]
of a quadratic Hamiltonian
S 1
H= (- PTH( —7) (2)

where 7 € R?™ and H is a 2n x 2n positive definite real matrix.

We showed how to build up a faithful Gaussian state with Hamiltonian matrix

H =STHS, (3)
T 10
H = @ Aj <o 1) (4)
7j=1
with A; > 0Vj € {1,...,n}, S symplectic, and Hamiltonian operator

. 1
H = 5= M)ITSTHS (7 —7) (5)

1
=50 - »TH (7 — 7). (6)

This yields a quantum Gaussian state with the following density operator:

o3 (=) H'(7T)
pG = — (7)
Det (72 )




where the mean vector of pg is 7 and the covariance matrix is

T A (10
/ -1_q-T . j
o =8"0S with J—@COth<2> <0 1>. (8)

j=1
Also, we noted that pg can be written as
D_?ge_%fTH,ﬁSTﬁF

pG = — (9)
Det (752)

where § = e37 (2T 54 Dy = exp (ﬁTQf)

Since H is diagonal,
—1iTHp n e—,\j(ﬁ+%)

Det (75%2) - o 2 1o

with z();) = [e)‘j/Z - e*)‘ﬂ'/2]71.

—A(A+d
Note that %

(n) = 2(#2 +p* — 1) = coth (3) — L.

is typically called the bosonic thermal state, and has mean photon number

3 Form of a general Gaussian state

Now we will prove, perhaps surprisingly, that the state given in @ is the most general form that
a faithful Gaussian state can take.

Theorem 1. A Gaussian state given in the form
o3 (=) H'(7~T)

PG = T ) (11)
Det, (#-52)

with H' as in , is the most general form for any faithful Gaussian state.

Proof. Suppose that the faithful Gaussian state is given by

e~z (F=T)TH(7~T)

o= 12
p Tr [efé(ff?)TH(FfF)} (12)
where 7 € R?™ and H is a 2n x 2n real positive definite matrix.
Then, by the Williamson Theorem given below, there exists symplectic S such that
H = ST HyjeS (13)

Note that for some S, we may need two quadratic evolutions, not one.



where Hgipg = @?:1 Aj <(1) (1)) for \; >0 Vj e {l,...,n} so that we can write pg as

o3 (F=7)TST HajagS (7 —T)

Tr [e—%(f—?)TSTHdiagS(f—?)

(14)

Then by manipulations we have already conducted, there exists a unitary S (generated by a
quadratic Hamiltonian) and a displacement operator Dy = exp(i?TQf') such that pg is given as

x ﬁ,;ge_%ﬂHlfSTlA)F (15)
and the normalization is given by
\/Det (757, (16)
2
with o’ defined in (8). O

3.1 Wailliamson Theorem

Theorem 2 (Williamson). Given a 2nx2n positive definite real matriz M, there exists a symplectic
transformation S such that
SMST =D, (17)

with .
1 0
D= (5 ) (18)
7j=1
and d; >0Vje{l,...,n}. The set {dj}?zl is the set of symplectic eigenvalues of M.

Before proving the Williamson Theorem, we recall a standard lemma about the decomposition of
real antisymmetric matrices.

Lemma 3. Let A be a real, full-rank, antisymmetric 2n x 2n matriz (i.e., A= —AT ). Then there
exists a real orthogonal 2n X 2n matriz O such that

0AO™ = P ¢;, (19)
j=1

where 1 = < 0 1) and cj > 0.

-1 0

Proof. Since A is antisymmetric and full rank, it follows that the matrix A% is symmetric and
negative definite because
A2 =AA=-ATA<0 (20)

since AT A is positive definite for any full rank A. Thus there exists an orthogonal transformation
O' such that 0’A20'" = B with B diagonal and having strictly negative entries.

Let |¢) be some eigenvector of A% with eigenvalue by < 0.



Then
JA )| = (| ATA ) = — (Y| A2 |9) = —by = [by]. (21)

So [¢) = :}l‘—% is normalized and orthogonal to |1)) because

N _ WA _ (@lAy)” 22
W) = o = e (22)
_ @lATy) @Ay _ (23)

Vil Vil

In the above, we showed that ([¢)") = — (¢[¢)) and thus (y|y)") = 0.

Suppose now that |¢) is in the subspace orthogonal to span{|¢),|¢’)}. This implies that

(8| Ap) = (o|y') /]b1] =0, (24)
n (0lA%)  (gl¥) by

A = = 25

(p| AY) NN (25)

= — (o)) V/Iba| (26)

=0. (27)

Furthermore, due to the antisymmetry of A, (¢|Ay) = 0 = (Y'| AY').

Also,
n_ (B1A%Y) b (Y[Y)
A’y = = = —/|b1], 28
iayy = D < PEL) - 28)
(W' Ay) = V/|bal, (29)

where the second statement above is due to the antisymmetry of A.

Now define the orthogonal matrix O; as

Or=[[¢) [¥) lv1) ... [v2n-2)], (30)

where |v1) ..., |va,—2) is a set of orthonormal vectors orthogonal to [¢') and |¢).

Putting everything above together, we conclude that

OT A0, = (\/ng 0> (31)

0 Al

and we see that this step gives the first step of the decomposition, after setting ¢; = /|b1|. The
matrix A’ is antisymmetric, and so this procedure can be repeated exhaustively to complete the
decomposition.

O]

Proof. Proof of Williamson Theorem

Consider the matrix M_%QM_%. It is real and 2n x 2n.



Due to the symmetry of M and antisymmetry of 2, it follows that M “3QM™7 is antisymmetric.

Additionally, since both M and €2 are full rank, M ~3QM "7 is also full rank.

Thus by invoking Lemma |3 above, there exists a real orthogonal transform O such that

oM :QM 20T =@ d; 10y with d; > 0.
j=1

dq
Define D = ,an n X n matrix, and set D = D ® I».
dn

Then we have @?:1 dile =D 120 Using this expression, we find that

D} |@ | Dt = (Dho ) (D7 00) (Do L)
— D:OM 3QM~:0"D3 = Q.
Now set
S=D10M"7,
and we conclude from that SQST = Q, so that S is symplectic.
Also,

sMsT = (DioM~3) M (D%OM—%)T
— D:OM s MM~ 307 D>
— D007 D3
— DiD3
—D.

(32)

37

(37)
(38)
(39)
(40)
(41)

The statement of the Williamson Theorem is that for a positive definite and real 2n x 2n matrix M,
there exists a 2n x 2n symplectic matrix S such that SM ST = D. We have proved by construction of
S that such a transform exists. Thus, we have completed the proof of the Williamson Theorem. [

We can now apply the Williamson Theorem to the Hamiltonian matrix for a faithful Gaussian

state.

We recall the form of a Gaussian state




A

We use the symplectic diagonalization of H as H = ST (A ® I2) Sy where A = , and
Aj
Sy is the transposed inverse of the symplectic transformation that puts H in symplectic normal
form.
Then
Ly Llopar A
57 Hrzﬁr S (A ® I3) Syr (44)
1
=35 (Sut)" (A ® I) S, (45)

We can then think of Sy as a coordinate transformation and can define a new set of quadrature
operators as 7' = Sy#. This is possible since [/, 7] = iQ.

Then the Hamiltonian 1 ]
3 M HP = 5f’T(A ® L) (46)
is diagonal with respect to this new notation.

Now consider that

1 A/T
57T (A L) Z (A® ), 7 (47)

72)\ 7+ 7). (48)

4 Symplectic decomposition of a positive definite matrix

Given a positive definite M, how can one compute its symplectic matrix S and its symplectic
eigenvalues?

To do the task described above, one need only perform the usual eigendecomposition of the matrix
1QM. Why does this work? By the Williamson Theorem, it follows that

M = SDST (49)

for S symplectic, and where D = @?:1 d; (é (1]> is the diagonal matrix of symplectic eigenvalues
of M.
Then consider that
iQM = iQSDST (50)
=iQS(D® I)S7T, (51)

dq
where D =



Since SQST = Q (due to S being symplectic), we have the following:

SQSTQ =02 = -1 (52)
— 505TOS = -8 (53)
— 571805TaS =-S5 = T (54)
— QSTQS = T (55)
— 0TasTas = -af (56)
— TS =0 (57)
— QS =5"7q. (58)
Then we find that
iNS(D®L)ST =iSs™TQ(D®I,) ST (59)
=iS T (I, M) (D®I) ST (60)
=S T (D®iQ)sT (61)
=S T (D®-oy)ST. (62)
The last equality follows from the observation that ¢{2; = (—Oz é) = —oy, where oy is the usual

Pauli matrix.

1 1
Also note that —oy = U(—0z)Ut with U = % (z ) Continuing our previous series of

calculations with this observation, we have

iQS(D® 1) ST =81 (Do —oy)ST (63)
=5 (Do U(-o2)U") 8T (64)
=S T (I,oU)(D® —0y) (In ® UT) ST (65)

In the above, let us take B = ST (I, ® U) and thus B~ = (I, ® UT) ST.

Also, consider that

—dq
dy

—ds

D®—0y= dy (66)

—d,

dn

Now it is apparent that the above calculations made amount to a diagonalization. Thus we
have shown that the usual diagonalization of iQM gives eigenvalues {—dy,ds, —da,da, ..., —dy,dy},
which contains the symplectic eigenvalues of M.

Lastly, the eigenvector matrix is S~7 (I, ® U).



5 Relation between Hamiltonian matrix and covariance matrix

What is the relationship between the Hamiltonian matrix H and the covariance matrix o for a
general Gaussian state?

Lemma 4. For a general Gaussian state, the Hamiltonian matriz and covariance matriz are related
to each other by

QO H
o = coth <l 5 > i, (67)
H = 2arcoth(iQ0)i€2, (68)

which can be seen as a generalization of what was found for the diagonal case.

Proof. Start with positive definite matrix H. The symplectic diagonalization is
T 10
_ qT . _ qT
H=S @AJ<O 1)5_5 DS. (69)
]:

An earlier argument established that the covariance matrix is

T A (10
_ o1 j -7
o=2_5 G?COth<2><0 1>S (70)
J:

= S~ coth (12_)> ST (71)
Then consider that, from previous reasoning,
1 1
S IQH = 55*1(171 QU)D® —0z)(I,®UNS (72)
—> coth (Z%H > (73)
—1 D®—oyz t
=S5 (I,®U) |coth — (L,@U")S (74)
—1 Q T
=S (I, ®U) |coth 5 ®—oz| (I,@U")S (75)
I D
= S~ |coth <2> ® —O'Y:| S (76)
: D
= S7! |coth <2> ® ml} S (77)
[ (D |
=857 |coth B ® Iy| [I, @] S (78)
(D
= S !coth <2> QS (79)
= S~ coth (g) S~Ti0 (80)
= 0if) (81)



In the above chain of steps, the first equality is due to the functional calculus of matrices. The
second equality is due to the coth function being odd. By simplifying and using properties of €2,
one can simplify towards the end. Summarizing the above, we have shown that

QH
coth (Z 5 ) = 0if) (82)

which implies that

coth <ZQ2H> i = ¢iQ(Q) = 0. (83)

And thus we are done.

A similar proof can be constructed to yield the reverse result, i.e.
H = 2arcoth(iQ0)i€2, (84)

concluding the proof. O
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1 Overview

In the last lecture, we represented faithful Gaussian states as thermal states of quadratic Hamilto-
nians and discussed the Williamson theorem.

In this lecture, we first review a method to find the symplectic eigenvalues of a positive definite
matrix. We then derive a relation between the Hamiltonian matrix and the covariance matrix
corresponding to a faithful Gaussian state. Finally, we determine formulas for the purity and von
Neumann entropy of a Gaussian state. We point readers to [Ser17] for background on some of the
topics covered in this lecture.

2 Symplectic eigenvalues of a positive definite matrix

In this section, we discuss a method to find the symplectic eigenvalues of a positive definite ma-
trix M.

Let Q denote the real, canonical, anti-symmetric form defined as
Q=1,%0, (1)
where
0 1
which encodes the canonical commutation relations of the quadrature operators. Note that QT =
-0 =1

Let S denote a sympletic matrix such that SQST = Q. It follows that such a matrix S is invertible
with inverse given by S7! = QSTQ”. We begin by showing that QS = S~7Q. This is a direct
consequence of the fact that ST is symplectic, which can be seen from the following steps:

sqst = q, (3)

= 508TQ =1, (4)

= 505TQs = -5, (5)

= 571505T0s = —5715, (6)
= 05TOS = -1, (7)

= STas=q. (8)



It then follows that

Qs =sTq. (9)

As discussed in the previous lecture, a positive definite 2n x 2n matrix M has the following sym-
plectic decomposition:

M = SDST, (10)
where d; > 0 for all j € {1,...,n},
D:j@dj B (1’] = D, ® I, (11)
and
D,, = diag(dy, ds, ..., d,). (12)

We now establish a connection between the symplectic eigenvalues of a positive definite matrix M
and the eigenvalues of the matrix (Q2M. Consider the following chain of equalities:

iQOM = iQSDST (13)
=iQS(D, ® I)ST (14)
= 57 T(iQ)(D, ® I,)S” (15)
=S (I, ® i) (D, ® I5)ST (16)
= S 1(D, ®i0;,)ST (17)
=S (D, ® —oy)ST (18)
= $ (I, @ Up) (D @ —07) (I, ® UJ)ST (19)

B B-1

The first equality follows from . The second equality follows from . The third equality
follows from @ The fourth equality follows from the definition of 2 as defined in . The last
two equalities follow from the fact that

i = —oy = Us(—02)UJ, (20)
where
1 /1 1
U = 7 [2 —z'] . (21)
From and from the fact that D, ® —oz = diag(—di,dy,—d2,ds,. .., —dy,dy,), it follows that

the usual eigendecomposition of iQM is given by B(D,, ® —oz)B~!, where
B=5"T(I,®Us) (22)

is the matrix of eigenvectors. We note that S~ can be expressed in terms of Q and S. Since
SOQST = Q, it follows that SQSTOQT = QOT. Since QO =1, S~ = QSTQT. Therefore, S~ =
Qsar,



Therefore, a method to find the symplectic eigenvalues of a positive definite matrix M is as follows.
We first find the usual eigendecomposition of the matrix ¢€Q2M, and the corresponding eigenvalues
provide the information of symplectic eigenvalues of the matrix M. Moreover, the symplectic matrix
S corresponding to the transformation M = SDST, can be found from the eigenvector matrix
B =S5"T(I,®Us) = QSQT (I, ® Us) as defined in [22), i.e., S = B 1(I,@U]) = QTB(In(X)U;r)Q.

3 Relationship between the Hamiltonian matrix and the covari-
ance matrix for a faithful Gaussian state

In this section, we derive the following relations between the Hamiltonian matrix and the covariance
matrix corresponding to a faithful Gaussian state:

o = coth (Z%H>1'Q, (23)

H = 2arccoth(iQ20)if) . (24)

As discussed in the previous lecture, a positive definite matrix H can be represented in the following
symplectic diagonalized form:

ST@)\ [1 0} (25)

where \; > 0,Vj € {1,...,n}.

Moreover, the corresponding covariance matrix ¢ can be written as

cgn ()] s

where v; = coth();/2) for j € {1,...,n} are the symplectic eigenvalues of o.
From and , it follows that
1 1
SiQH = 5S—l(fn ® Uy)(Dn ® —02)(I, ® U)S, (27)

where D,, = diag(A1, \2,. .., A\p).

Consider the following chain of equalities:

coth (”;H ) S~1(I, ® Uy) coth <D"@;_"Z> (I © UD)S (28)
= 57Y(I,, ® Uz)(coth(Dy,/2) ® —07) (I, ® U3)S (29)

= S~ Ycoth(D,/2) ® i;)S (30)

= S (coth(D,,/2) ® I)(I, ® i91)S (31)

= S Y(coth(D,/2) ® IQ)ZQS (32)

= S~ Y(coth(D,/2) ® I5)S~TiQ (33)

= oif) . (34)



The first equality follows from . The second equality follows from the fact that coth(-) is an
odd function. The third equality follows from . The fifth equality follows from . The sixth
equality follows from @ The last equality follows from .

Therefore, we get

coth (ZQQH )m () (i) (35)

=o. (36)

Similarly, the relation in can be derived.

4 Uncertainty relation and symplectic eigenvalues of a covariance
matrix

Previously, we proved that the following uncertainty relation holds for any n-mode quantum state
that has a finite covariance matrix o:

oc+i>0. (37)

We now discuss the restriction imposed by the uncertainty relation in on the symplectic
eigenvalues of 0. Let S be the symplectic matrix diagonalizing o as

T 10
SoS _D_@ldj [0 1]. (38)
]:

We now prove that implies d; > 1,Vj. Consider the following chain of inequalities:

o+1i2>0 (39)
= S(o+i2)ST >0 (40)
= SoST +iSQsT >0 (41)
= D+i2>0 (42)

~, [1 0] .[0 1]
=@l e[S o0 “

i ]
= é dj i 0 (44)

) —1 dj -
Jj=1 -
dj i :

= [z 4] >0,V5. (45)

Since the eigenvalues of [d]% ; ] are dj + 1 and d; — 1, it follows from that d; > 1,Vj.
- J

Thus, any quantum covariance matrix o (i.e., obeying ) has all of its symplectic eigenvalues
greater than or equal to one.



5 Purification of a (Gaussian state

In this section, we study Gaussian purifications of Gaussian states. We begin by determining the
mean vector and covariance matrix for a tensor product of two Gaussian states.

5.1 Tensor product of two Gaussian states

Let 74 denote the mean vector and o4 denote the covariance matrix of a Gaussian state pa. Let
7 denote the mean vector and op denote the covariance matrix of a Gaussian state pg. Then the
mean vector of the tensor product state p4 ® pp is given by

Fap = {:ﬂ . (46)

Moreover, the covariance matrix of p4 ® pp is given by

oA 0]

oAB=04® 0B = [O on (47)

B 0 op
then the Gaussian state is a tensor product of two Gaussian states.

o . . . |7 . . 0
Similarly, if the mean vector of a Gaussian state is {A] and the covariance matrix is [JA ],

5.2 (Gaussian purifications of Gaussian states

A thermal state with mean number of photons 7 > 0 can be expressed in the photon-number basis
as follows.

o) = 453 (1) ool (49)
Alternatively,
0(N) = 2(1)\) gexp(—A(n +1/2))n)(nl, (49)
where z(\) = (V2 — e M2)~1 for A > 0 (note that A\ = In(1 + 1/7)).

A purification of the thermal state 64(n) is given by the following two-mode squeezed vacuum
(TMS) state:

1 o no\"
prsan = 72 32 () mam (50

where R is a reference system.



The covariance matrix of the two-mode squeezed vacuum state |{)vs(72)) AR is given by

2n + 1 0 2¢/n(n+ 1) 0
0 27 + 1 0 —2:/A(n+ 1)
2y/n(n+1) 0 2n + 1 0 ’
0 —2¢/n(n+1) 0 2n 41

which can be written in the following compact form:

[ @n+ 1)1 2y/a(n+ 1)02] .

2y/n(n+1)oz 2n+1)I

By the Williamson theorem, any n-mode Gaussian state p can be written as

p=D 15| b, ()| 5D,
=1

where S is a unitary generated by a quadratic Hamiltonian. Then a Gaussian purification of p is

given by

[f)jg} an g [rms (7)) 4R, -

(54)

The mean vector of this purification is {0] . Moreover, the covariance matrix of this purification is

o 5692;12\/7_1'(77]'4-1)0'2

[(@?:1 2¢/nj(n; + 1)02) St @i 2n + 1)

One can arrive at this conclusion from the fact that

o=S5|Pen+1) | ST

=1

and the covariance matrix for ®’_; [rms(72)) 4, r; 18

D12+ D)L D) 2y/n(n; + Loz
@?:1 2y/nj(n; + 1)oz @?:1(27%' + 1)1,

We note that the symplectic matrix for the unitary evolution Syn @ Ipn is given by

o1



6 Purity of a quantum state

The purity of a quantum state p is defined as Tr{p?}. We now show that Tr{p?} < 1. Consider
the following spectral decomposition of the state p:

p= Z)‘$’¢1><¢m’ (59)

Then

Tr{p’} =) A2 (60)

Since A\, < 1 = A2 < 1 and since YA =1=>" A2 < 1. Therefore, if a state is pure, then
Tr{p?} = 1.

We now show that if Tr{p?} = 1, then the state is pure. Consider that
1 =Tr{p%} (61)

=> A2, (62)

Moreover, Tr{p} =Y. A\; =1 = Tr{p}? = Doy Aady =1

Consider the following chain of inequalities:

= 0="Tr{p} - Tr{p}? (63)

IS {Z My} (64)
RS e (65)

TFY

=3 " Ay (66)
TFYy

Since Az, Ay > 0, the only possibility to satisfy is that \; = 1 and A\, = 0,Vy # x. Thus,
Tr{p?} = 1 implies that p is a pure state.

6.1 Purity of a Gaussian state

In this section, we calculate the purity for Gaussian states. From the Williamson decomposition of
an n-mode Gaussian state as defined in and from the fact that the purity is invariant under
unitary transformations, we get

Tr{p} = [] Te{62()} (67)

j=1



Consider the following chain of equalities:

Trw?(nj)}:njl :( . ) (68)

(nj +1)? = \ 71 + 1
_ 1 1 (69)
(71— (ay/(n; + 1))
1
BT o
1
T om; 41 (1)
-, (72)

where v; denotes the symplectic eigenvalue of #(7n;). The first equality follows from the definition of
a thermal state as defined in (48)). The second equality follows from the sum of an infinite geometric
series.

Therefore,

The last equality follows from and from the fact that for any symplectic matrix S, Det(S) = 1.
Therefore, the purity of a Gaussian state is

1

Trip’} = Det(o)

, (77)

which implies that a Gaussian state is pure if and only if Det(o) = 1. Since v; > 1, an equivalent

condition for the purity of a Gaussian state is that all symplectic eigenvalues are equal to one.

7 Entropy of a Gaussian state

In this section, we find an expression for the von Neumann entropy of a Gaussian state.

The von Neumann entropy of a quantum state p is defined as

S(p) = —Tr{pnp} . (78)



We begin by expressing a thermal state with the mean photon number 7 in the following form:

o) = 7 3 () I (19
1 a\"
:ﬁ—i-l(ﬁ—i—l (80)

CTe{0(R) n O(7)} = —Tr{e(n) lnﬁi 1 (nz 1>n} (81)
:—Tr{H(ﬁ)ln<__1|_1>}—Tr{&(ﬁ)nln <ﬁil>} (82)
—In(f+1)—In <ﬁi 1) Te{0(n)7) (83)
—In(i+1)—In (nil)n (84)
=Mm+1)In(n+1)—nlnn (85)
= g(n) . (86)

From unitary invariance and additivity of the von Neumann entropy, we get

S(p) =S| @) o(ny) | , (87)
j=1
where p is an n-mode Gaussian state as defined in (53). Therefore,
S(p)=>_S8(8(ny)) (88)
j=1
= 9(m) (89)
j=1

We now derive an alternative formula for the von Neumann entropy of faithful Gaussian states.
Let

= ! exp (—2(F — HTH(F 7

~ Detlle 2] T < o7 =) A )> (60)
exp (—%fTHf)

V/Det[(o + i) /2

p

= b_,,—,

)]] Ds (91)

and let
__exp (—%fTHf)
V/Det[(o +iQ)/2)]

£0




Then from unitary invariance of the von Neumann entropy, we get

S(p) = S(po) (93)
= —Tr{poInpo} (94)
exp(— 37T HF)

B ey (95)
= —Tr{poIn \/Det[(;r m)/2]} — Tr{poIn exp(—%fTHf)} (96)
= %m Det[(o + Q) /2] + % Tr{po?T HF} . (97)
We now focus on the second term of the aforementioned equation.
Te{po?" H#} = Tr{po Y #;H;xx} (98)
7.k
= > Hjp Tr{po;ii} (99)
7.k

= O H Telpol(5, ) + [y, e]) (100)

7.k
_ % S H o + i) (101)

7.k
= % ]Zk: Hj ok — % jzk: H; Q% j (102)
_ % Te{Ho} — % Te{HQ) (103)
_ % Te{Ho, (104)

where we used the fact that Tr{ HQ2} = 0, which holds because H is symmetric and € is antisym-
metric.

Therefore,
S(p) = %m Det[(o +i0) /2] + % Te{Ho) . (105)
Moreover, from it follows that
S(p) = %ln Det[(o +1iQ)/2] + %Tr{arccoth(iQa)iQa} . (106)

This latter expression is valid for pure Gaussian states, with the expression Tr{arccoth(iQ2c)iQ2o}
understood in a limiting sense.
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1 Overview

In the last lecture, we reviewed a method to find the symplectic eigenvalues of a positive definite
matrix. We then derived a relation between the Hamiltonian matrix and the covariance matrix
corresponding to a faithful Gaussian state. Finally, we reviewed the conditions for the purity of a
Gaussian state and found an expression for the von Neumann entropy of a Gaussian state

In this lecture, we find the quantum relative entropy and the Rényi entropies for faithful Gaussian
states. We point readers to [Serl7] for background on topics covered in this lecture.

2 Relative entropy of faithful Gaussian states

The quantum relative entropy D(pl||7) of a density operator p and a positive definite operator 7 is
defined as follows:

D(pllr) = Tr{p(lnp—In7)} . (1)

This is the formula for the finite-dimensional case, and it turns out to be legitimate for faithful
Gaussian states.

In the last lecture we showed that

Te{pln p} = —% InDet[(0, + i©)/2] — i Te{H,0,) 2)

We now calculate — Tr{pIn7}. Consider that
pP= -D—Fppoﬁfpa (3)

where pg has zero mean and the covariance matrix is o,. Then using cyclicity of trace and functional
calculus of In(+), we find that

—Tr{plnt} = —Tr{poIn Dprﬁ,fp}. (4)

Let

el (Y2 ) H )] 5
v/Det[(o +iQ)/2]




Then
exp[—(1/2)(7 — 8)" Hy (7 — 9]

ﬁf TD_f = 6
. g v/Det[(o +iQ)/2] (6)
with 0 = 7 — 7,. Therefore,
— Tr{pp In Dprﬁ_fp}
1 1
= —Tr{poIn +Tr f—cSTHTf—6> 7
(i Tl (507G 0))) g
1 1
= 5 InDet[(o7 +i)/2] + 5 Tr{po(F — OTH (# —6)} . (8)
We now focus on the second term.
1 . .
3 > Trfpo(#s — 6;) (P — 03) } H
3k
1 S - 5 T
=3 > (Tr{pofrr} — Tr{pofs}d; — Tr{pof;}or + Tr{po}d;0%) HJy, (9)
3.k
1 ~ A T
= 3 Z(Tr{po?“ﬂ‘k} + 5j5k)Hj,k (10)
7,k
1 R - 1
=5 ZTT{POTjrk}Hj7k + §6THT5 (11)
1 1
From and , we get
1 1 1
—Tr{plnt} = B In Det[(o; + i) /2] + 1 Tr{o,H;} + §6THT5 ) (13)
where 6 = 7, — 7.
Therefore, the quantum relative entropy of two Gaussian states p and 7 is given by
1 Det[(o; + i) /2] 1 T
D =1 =T H.—H 0t H;¢ 14
(pll7) =35 [ n ( Detl(o, +i)/2] ) 72 r{o,( o)} + (14)
1 etlo, + Q)] 1 T
_ = e _T H. - H 0" H S| . 1
[ . (Det[ap +ZQ]) * 2 riop( Pt ] 19)

The aforementioned expression is finite whenever 7 is faithful.

3 Computing Rényi entropies and powers of Gaussian states

In this section, we first find Rényi entropies of Gaussian states in terms of symplectic eigenvalues.
We then find the power of Gaussian states in terms of the mean vector and the covariance matrix.



3.1 Rény entropies of Gaussian states

The quantum Rényi entropy of a quantum state p is defined as

1
Salp) = ——— InTr{p°},

—

for a € (0,1) U (1, 00). Moreover,

lim Sa(p) = S(p).

a—1

Our goal is to find Tr{p®}. Using the fact that

p: A_fg ®0(’ﬁ,]) STDF 3

=1

we find that

Tr{p"} = [ T{0(n;)°} -
j=1

Consider the following chain of equalities:

which implies that

In terms of symplectic eigenvalues v; = 2n; + 1, Tr{p} is given by

n

T{p*} =[]

j=1

20[
(vj + 1) = (v = >

Therefore, from and , it follows that

n

1 2
Salp) =14 Zln ((yj + 1) — (v — 1)

Jj=1

).



The Rényi entropy can also be expressed as

«
Sa(p) = T——InTe{p"}!/° (26)
!
= Iyl - 27)
Therefore,
Sec(p) = —In|pllcc = Swmin(p) (28)

We now find Sy (p) using the fact that ||#(n)||,, = 1/(7 + 1). Consider the following chain of
equalities:

In é@(ﬁ (29)
7=l 00
mf[1 6 (30)
=> —In(1/(n; +1)) (31)
=> In(n; +1 (32)
1
=> Inf(y; +1)/2] (33)

In general, the following relation holds for the Rényi entropy:
Sa(p) > Sﬁ(p)v (34)
for a < .

We now find the difference between S(p) and S (p). Consider the following chain of inequalities:

S(p) Zg nj) —In(n; + 1) (35)
= Z(ﬁj +1)In(7j + 1) — 72 Inf; — In(a; + 1) (36)
jfl
—Zmn] 1)/7j)™] (37)
< Zln(e) (38)
j=1
=n. (39)

Therefore, the difference between S(p) and S (p) never exceeds the number of modes.



3.2 Power of Gaussian state

Let
- 1 exp (—2 (7 — FYTH( — 7
P Detl(o + 9)/2) p< o (F = H( )> (40)
A exp (—37THF) | o
=D "| \/Det[(o +i9)/2)] Dr. (41)
Therefore,
p* o< D_p eXP(—(l/Q)fTosz‘)f)f. (42)

Let H(,) = aH. Then there exists a corresponding o(,) such that

p* D pexp(—(1/2)fT Ho)) Dr

al (43)
Trip®} \/Det O (o) +9)/2]
_ e/ =) Hw(F = 1) "
\/Det[(a o) +19)/2]
To determine o(,) in terms of o, we use the following formulas derived in the previous lecture:
o = coth(iQH /2)i<2, (45)
H = 2arccoth(iQ0o)i) . (46)
Consider that
0(a) = coth(iQH 4 /2)i (47)
=co h(zQaH/Q)zQ (48)
= coth(iQa/2[2 arccoth(oi2)i])if2 (49)
= coth(a arccoth(ci2))i€Q. (50)
For |z| > 1, we have that
1+1/z)*+(1—1/x)~
th th = 51
coth(a arccoth(z)) A51/2)7 —(1=1/ap (51)
Since eigenvalues of ¢if) are either greater than 1 or less than —1, by using we find that
(I + (i) )" + (I = (0i€) )"
= Q 2
7@ T T+ (0i) D) — (I — (i) Ly (52)
which implies that
a —(1/2)(7 = )T Hypy (7 — 7
o e =N Hw (=) )

Tr{p>} \/Det[(a(a) +i€2) /2]



Moreover,

ay exp(—(1/2)(7 —F)TH(# — 7))\ *
R { < V/Det[(o +i)/2] ) } (54)
B (Det[(o + 19)/2)])0(/2 Tr{exp(—(1/2)(7? — 7) aH (7 — 7))} (55)
~ (Det|(o +1m) J2])ar2 \/ Det[(o(q) +i€2)/2] . (56)

We now focus on two special cases: & = 2 and « = 1/2. For o = 2, we have

(1+1/2)%+(1—1/2)* 1

Loy —(I=1jap 207 ) (57)
Therefore,
o = %(mﬂ + (i) )i (58)
= %(a + Q0 1iQ) (59)
= %(a + QaflflT) , (60)
which implies that
P’ exp(—(1/2)(7 — 7)"2H (7 — 7)) (61)

Te{p?} ~ \/Det[((1/2)(0 + Qo 107) 1 i0)/2]

Moreover, the purity of the Gaussian state p is given by

1
0"} = Betlio 1 10)/2]

\/Detl((1/2)(0 + Qo10T) + i) /2], (62)

which further reduces (after many steps) to

Tr{p?} = Dlt@ . (63)

We note that the same expression for the purity of a Gaussian state was derived in the previous
lecture by using a different approach.

Let o = 1/2. Consider that

P2 enp(~(1/2)( — T Hyy 7~ )
Tr{pl/Q} \/Det( (1/2) —|—1Q)/2]

where H(y/9y = 1/2H. Moreover, for a = 1/2, we have
(1/2)

1+1/z2)*+(1—1/x)>
(1—|—1/.%')O‘—(1—1/J:)0‘_(1+\/1_1/$2)x7 (65)




which implies that

0(1/2) = (I + I — (UiQ)fQ)(UZ'Q)Z’Q (66)
— (VTH D+ Do (o7)
Therefore,
1 — ,
T2} = o VDetl(VT+ (092 + Do +i02)/2) . (68)
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1 Overview

In the last lecture we derived the formulas for the Rényi entropies, purity, and the entropy of
Gaussian states.

In this lecture we derive the formulas for various overlap measures of two Gaussian states such
as Holevo fidelity, Uhlmann fidelity, Petz-Rényi relative entropy, and sandwiched Rényi relative
entropy.

2 Overlap formulas for Gaussian states

In quantum information, we are often interested in finding out how close two states are. A simple
overlap formula between two states p and 7 is Tr[p7]. More generally, we compute overlap formulas
of the following kind:

Fu(p,7) =Tr [\/pv/7]’ (1)
2
Fp.7) = ||vava|f’ = Tr [ ﬁpﬁ] 2)

Fr represents the Holevo fidelity whereas F' represents the Uhlmann fidelity. Generalizing the
above, we are interested in Rényi overlaps of the following kind:

Qa(va) =Tr [poz,rl—oz] ’ (3)

Qalp) =T [(r'5 pr 5" )] (4)
— Ty [(p%ﬁ%p%ﬂ : (5)

where o € (0,1) U (1,00). Here, @ represents the Petz-Rényi relative entropy While~@ represents
the sandwiched Rényi relative entropy. Note that Q._1(p,7) = \/Fu(p,7) and Q,_1(p,7) =
2 2

VF(p, 7). The reason these overlap functions are interesting is because we can bound the opera-
tionally meaningful trace distance between two states as

FH(p’ T) < F(va)v (6)
1—F(p,7) <1 FH(ﬂaT)S%Hp_T”lg\/l_F(pﬂ-)S 1— Fp(p, 7). (7)

As we do not possess a general formula for the trace distance between Gaussian states, the above
relation proves useful in bounding it. For simplicity in calculating these expressions, we will restrict
ourselves to consider only zero-mean states.



2.1 Simple overlap of Gaussian states

Let us first consider the simple overlap formula Tr[p7] for states

1 1
g (2
Det ( s )
1 1
T=—"F/——¢€Xp (_Qf’THTf) . (9)
Det ("T;ZQ)
Thus we obtain
Trfpr] = . Tr [e_%fTHﬂf’e_%fTHTf} (10)

\/Det (L;m> Det (L;M)

We now wish to simplify the RHS of the above expression involving the product of two quadratic
exponentials. In order to do so, we note the general result that for complex symmetric matrices Hy
and Hs, there exists another complex symmetric matrix H3 such that if Hs satisfies the relation

— 57T Hy# =577 Hat

e = o st (11)

then it also satisfies
e—zQHle—zQHQ _ B_ZQH3~ (12)

The latter relation is useful in finding a form for Hjs. Inverting the expression, we obtain

eiQHg — eiQHQeiQHl (13)
For simplicity in notations, define
Wy = (I 4 @) (1 — )7 (14)
g3 = —ngQ. (15)
The latter implies that
iQH
o3 = coth (2 5 3) i (16)
Also, we note that
QO H
o1 = coth (2 5 1) i, (17)
QO H
9 = coth <Z . 2> i (18)

Using these, we can arrive at the final form of o3 and Hj as (see page 13, Ref. [1])

o3 = —iQ + (09 + Q) (01 + 02) (o1 + i), (19)
Hs = 2iQarccoth (03if2) , (20)



from which we can obtain

\/Det (”3;1“) _ | Det ((02-529> <m;ag>—1 <mz.m>>

Note that o3 is complex symmetric. It can be shown that (see Prop. 11, Ref. [1])

Tr [e‘%fTHif’:} = \/Det <03 _; ZQ) (22)

Thus finally we can simplify the expression for the overlap as

+i0) 0
1 \/Det (U"TZ) Det (%)

—

21)

Tr[pr] = ‘ (23)
oo (552 e () o (225%)

- — (24)

= /ot (25)

\/Det(o, + 0;)

We note that the overlap expression is not a function of the Hamiltonian matrix which implies that
it is valid for pure (coherent) states also.

If the mean vectors of the states are represented by r, and 7, then it can be shown that the overlap

expression is
2TL
Trfpr] = exp[~07 (0, + ;) 14] (26)

/Det(c, + 0;)

where § = Ty =T,

2.2 Petz-Rényi relative entropy of Gaussian states

Having computed an expression for the simple overlap formula, we now move on to compute the
Petz-Rényi overlap of Gaussian states, defined as

Qalp,7)="Tr [paTlfa] ) (27)

We will restrict ourselves to first consider the case when a € (0,1). For notational simplicity, label
the normalization of Gaussian states as

Z,= \/Det (U”;“m), (28)

For states p and 7 as defined in and @, the Petz-Rényi overlap is

1
wlen) = gz

Tr [e*%fTapreféf'T(lfa)Hq—f} (29)

_ Zp@Zra-a) o, €2

B (Zp)*(Z7) 1

Tr

— 1T aHy e—;fT(l—a)H,f]

Zp(a) Zr(1-a)



wherein we have used the fact that the Hamiltonian matrix of the exponent of a Gaussian state is
the product of that exponent with the original Hamiltonian matrix. Now we can apply the simple

overlap that we calculated earlier to obtain

Zp(@)Zr(1-a) 1

VARV AL Na—
Det(””Q“ )

ro(p7 T) =

where

and

Holevo Fidelity: For a = % the above expression simplifies to

Q1(p7) = VFulp,7) = T [\/p7]
_ 2o/ %)) 1

- 1 1

(Zp)2(Z7)? \/Det <%<1/2>J2r07(1/2> >

where

Op(1/2) = < I+ (0,02)72 +I> o),

ora = (VI+ (@924 1) o,

T,(1/2 +lQ
Zp(1/2) = \/Det (p(/;),
. 07(1/2) ‘l‘ZQ
ZT(1/2) = \/Det (2 >

and

(31)

(38)

(39)

Now we shall consider the case of o > 1. This is interesting because we will have to deal with inverses
of Gaussian states which are in general unbounded operators. However, we can find expressions



for overlaps. In order to derive such an expression, note that for Hy, Ho > 0 such that o9 > o1, we
have (see Ref. [I])

~/Det (252) Det (22512)

Tr [e_fTHlfe_fT(_Hz)f} (42)
Det ("25"1)
Now we can consider
Qalp,7) = Tr [p7' 7] (43)
1 1T A 1T ~
— T |: —sttaHpt ,— 57 [—(oz—l)HT]r] 44
(Zp)a(ZT)l—a rie 2 e 2 (44)
We can apply the above relation to obtain the following, when o1y > o)
Z o) Lo (a— 1
Ty [pa,rl—a] — P( ) ( 1) (45)

(Zp)*(Z7)1 e T~
p Det( (2=1) p())

where Z, ), Zr(a—1); and 0,y and o,(1_,) are defined similarly. The above expression simplifies
significantly for = 2. In that case, for or > 0,9)
Zy9)(Z:)? 1
Telp?r "] = "((QZ)( );) (46)
p IT=0p(2)

where

—_

Tp2) = 5 (o), + Qap_lQT) (47)

2.3 Sandwiched Petz-Rényi relative entropy

Let’s now consider the sandwiched Petz-Rényi relative entropy:

~ l1—a 1-a\ &
Qalpym) =Tr (75" pr'5") | (48)
1 1-a 1\@
=Tr |:(p27- o p2) } (49)
For states p and 7 as defined in Eqgs. and @D,
Galpy7) = T [(e—%fT%pre—%fTWHTVe—%fT%Hff)a} , (50)
where § = (1 — a)/a. We use the fact that
o3 g H1F = 57T Hot y— 3T s Hn i _ — 37T Hai (51)
where (see Prop. 8, Ref. [1])
Hs = 2iQarccoth(o3if2), (52)
o3 =01 — ( I+ (019)_2) o1(oy 4 09) Loy ( I+ (Qal)_2> . (53)



Using this, we find that

_lpTlp p _1pT po_LlpTlpr o
7 2Hpr€ 57 BH.,—re P S HpP

LaT 7 4
e 2 2 —27 HCT7

e
where

H¢ = 2iQarccoth(o¢if),

oc=0p— ( I+ (apQ)—’Z) oo(0p+ 0r(5)) 0, (. [T+ (Qap)_2> ,

[+ (ori®) ]+ [1 = (i) ")°
[+ (07i) 717 = [ = (ori) "1

Ir(B) =

(54)

(55)

(56)

(57)

Finally, we exponentiate this expression with a from the definition of sandwiched Petz-Rényi over-
lap. We use the fact that this scales the resultant Hamiltonian matrix by a factor « so as to

obtain

P o i
Tr [e*%TTaHCT] — \/Det <0—<()2’L>

[T+ [ i)
() = I+ (oci)~1* = [I — (0¢i2)~1]*

Thus we obtain our formula for the sandwiched Petz-Rényi overlap as:

- = 1 o UC(Q)+iQ
Qol:T) = 7 yazZ ) \/ b t( 2 )

Fidelity is a special case of sandwiched Petz-Rényi overlap. When a = %, we have

where

Flo.r) = (Toes (0.7’

Fidelity: If a = %, we have § =1, and 7(8) = 7. Thus we have
oc=0,— ( I+ (JPQ)_2> oy(o,+0:) to, ( I+ (GPQ)_2> )

and thus the fidelity becomes
2
1 1
Flp, 7] ="Tr [\/ p2Tp2

_ Det o)
2,7

(58)

(59)

(60)

(61)

(64)

(65)

Now we will find an expression for the sandwiched Petz-Rényi overlap when a > 1. For simplicity,

define v = —f > 0. When o,(,) > 0, we have

~ = 1 o JC(Q)+iQ
Qulprm) = <Zp>a<ZT>1—a\/ b t( 2 )

6

(66)



where

SO L 7)o e L .0
) = 7 1 (0ciQ) 1 — [I — (0¢iQ)—1]*

o¢=0p+ (/1 + (UPQ)_2> Up(Ur(w)fap)il‘fp ( I+ (UpQ)_2) )

o [I+ (07i2)7']" + [I = (07iQ)71]”
() — [I+ (074Q)~ Y —[I — (0,iQ)71]"

182,
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1 Overview

In the last lecture we derived formulas for various overlap measures of Gaussian states.

In this lecture we discuss quasiprobability distributions and characteristic functions to describe
Gaussian states. We will also discuss various properties of displacement operators and how they
can be used to describe any state.

2 Characteristic functions and Quasiprobability distributions

While Gaussian states can be described by their covariance matrix and mean vector, an alternative
way to visualize them is in the phase space. Wigner functions are well-known quasiprobability
distributions that can fully characterize a state. For Gaussian states, the Wigner function is non-
negative.

Any quantum mechanical process has three parts: state preparation, subsequent evolution through
a channel, and finally measurements. This can be captured via a quasi-probability distribution as

TN ()] = [ W) WaIN) W) dx X &
Measurement Channel State

If each of the three terms of the integrand are positive, then it means that there is an underlying
classical description of the quantum physical experiment.

3 Displacement operators

Recall that we defined the displacement operator as

D—r — efirTQf* (2)

-

Alternatively, we can define the displacement operator using complex numbers and mode creation
and annihilation operators as

where

N

Da — eadT—a*fL (4)



where

Then

N

D_, =D, (6)
Coherent states are displaced states of the vacuum as

Dal0) = ) = e~ j%w (7)

Successive displacements are equivalent to a single displacement up to an overall phase factor as
DaDy = 38 -0"Ap, (8)

This allows us to compute the overlap of two coherent states. The overlap of two coherent states
is always strictly positive and is given as

(Bla) = (0]D_3Da0) 9)
= (0| Do—pl0)ez (@707 (10)
= (0]a — ez (e =a"P) (11)
— o 3la=BP 3 (ap*—a"B) (12)

Coherent states together form an overcomplete basis as

i 1/d2a ) (@l (13)

™

This fact can be used to evaluate the traces of trace-class operators. For any trace-class operator,
we have

(O] = 3 (mlOlm) (14)
m=0

_ Z<m|i/d2a (| Olm) (15)
m=0

_ % a'S " (mla)(a|O]m) (16)
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3.1 Mean vector of coherent states

The above result can be used to evaluate the mean vector and covariance matrix of a coherent
state. Alternatively, there is a simpler derivation:

Tr[fc|a><a@ = (al#]a) (19)
. a+ al
(af (ala>) + ((ela’) o)

Ia> (20)

- 7 (21)
_ (alala) + (a|a”|a)
_ 2Re{a}
Alternatively, we can use
Tr [@|a><ay} _ [wa\oxouia} (24)
_ [D_awa\m <oy} (25)
_ {D@D,rm) <0|] (26)
= Tr|(@ + 2)[0) (0] (27)
= (0[20) + z (28)
=2z (29)
= V2Re(a) (30)

Similarly, we can find the expectation value of momentum quadrature also. Thus we obtain that
for a coherent state |«), the mean vector 7 is

- ()

3.2 Covariance matrix of coherent states

We now calculate the covariance matrix of coherent states. We note that

Tr [#2]a)(a]] = Tr [:2:215 |0><0|D, } (32)
_ { @ (33)
=Tr [(& yo (0[] (34)
= Tr [(3* + 223 + 2%)(0)(0]] (35)
=1/2+2? (36)



Therefore we have
2 Tr [(92‘ — x)2]a><a|] =1 (37)

Similarly, we can find the other covariance matrix elements also to find that the covariance matrix

= (é (D . (38)

We note that the covariance matrix of coherent states is the same as that of the vacuum state.

o is

3.3 Trace of a displacement operator

The displacement operator is not trace class, but it is useful to consider its trace in a generalized
sense as follows:

Tr[D(B)] = 76*(B), 8 € C, (39)

which turns out to be a key tool in continuous-variable quantum information.

To prove this, we will first find out (a|D(8)|e). This is

(a|D(B)|a) = (0|D' () D(B)D(a)|0) (40)
= (0D (a)exp (B! — 87a) D()|0) (41)
= (O]exp | D (a)(8a" - 5*a)D(e)] [0) (42)
= (Ofexp |B(at +a) — B (a+ )] 0) (43)

Now we use the results that
Di(a)a'D(a) = a' + o, (44)
Di(a)aD(a) = a + « (45)

so as to obtain

(alD(B)|e) = P~ (0|D(B)|0) (46)
= 0] 8) (47)
_ Pt —Bra 3B (48)

Using the above result, we can find an expression for the trace of a displacement operator as

A 1 A
tiDE) = [ o (alD(E)la) (19)
_ ¢ /dza P = (50)
T
To simplify, redefine
o=z + 1y, B8 =u+ v, (51)



so that fa* — f*a = 2i(ve — uy). Now we have

TH{D(8)] = : [ [ dudy e (52)
- e_:?'z / dr 2V / dy e~ 2w (53)
_ e_:; 27 5(20) 2 §(2u) (54)
_ 6_:22 726(0)6 () (55)
= m6°(8) (56)

1812

as the exponential factor e~ 2~ is equal to one when the delta function is nonzero at 5 = 0.

3.4 Hilbert-Schmidt inner product of displacement operators

Now we will find the Hilbert-Schmidt inner product of displacement operators. Using the above
relation, this is

Te[D(a)D(—B)] = e3 B+ ATy D(a — B)] (57)
_ hoB ) 152 _ ) (58)
= 16%(a — B) (59)

wherein again, we use the fact that the exponential factor e3(—aB*+a"B) i equal to one when the
delta function is nonzero at o = .

In terms of real variables, we can write this orthogonality relation as
Tr [f)@,s} = 2762 (r — 3) (60)

where ) ]
Ty + 1Py Ts + 1Ps
o = s ﬁ =

V2 V2 oo

Generalizing to n modes, the orthogonality relations are as follows:

Tr [f) () D (—g)} = 7"6%"(a — B), (62)
Tr [Dﬁf)ﬂ} = (2m)"6% (1 — s). (63)
4 Characteristic functions

We define the symmetrically ordered Weyl characteristic function of a state p as

Xo(@) = Tr[D(a)p]  VYaeC (64)



This characteristic function is finite for all a € C if p is trace class. To see this we use the Holder

inequality to have

Te [D(a)p] | < | Di@)]| _lloll = liell, < oe.
Using the Weyl characteristic function, we can write the state as

p=7 [ dax(@D(-a).

To prove this, we note that

b= Llr / 20 ya><a|] p [i / d?B |ﬁ></3@

_ L / / da 2B (alp|B) |a) (8.

2

So we only have to show that
1 9 O A
)8l = — [ d®y Tr [Ja)(81D,] D,

This can be rewritten as

Nl 3= 3=y =

— e — S~
Q.
\210
a
e

=
5
1
)l
=
3
3

We will prove this in the next lecture.

(65)

(66)
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